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INTRODUCTIONS

Author Preface

As early as 1990, the year | began my residency, it was clear to me that psychiatry has a

descriptive diagnostic system (signs and symptoms) because there is no etiology (known causes)

of psychiatric disorders. Even though we were taught that mental elisak disorders of the

brain, this idea is not evident in our conceptualization of mental disorders. Terms like
Adepressi ono and -rlealnaxtieed,y 0asarar enofterbcreaphnal i t i s

include the brain in their taxonomy.

| found it intriguing that the lack of conceptualization of memtsiorders as braidisorders
correlates with the difficulty in discovering their causes. If the causes of mental disorders were
known, we could have a brabased psychiatric diagnosis. My traintebught about this

challenge was straightforward, and remains so today. The brain is a physical comgiagaron
system, i.e., composed of billions of units (neurons) interacting iHinear ways (i.e., there are

no oneto-one relationships between thmputs and outputs). As such the brain obeys the laws

of nonlinear complexsystems, that of optimization of randomness and orderliness.

This means that psychiatrists should be educated in the physics of complex nonlinear systems,
and it also means thenental disorders must reflect disturbances of optimal congylstems
organizations. It is immediately apparent to any clinician in psychiatry that the nature and course
of mental disorders obey phasansition and saturation effects. For example stig@mamics

and triggereffects are typical nonlinear effects where a small increase in the input (e.g., stress)
can generate a large effect in the output (e.g., symptomatic manifestations of crises). Saturation
effect is often found in medicatieniesponseshen improved reaction to treatment halts even

when dosage is increased. In addition, the response to medication can be highly nonlinear as

small changes in dosage can result in large abrupt changes in the phenomenology of disorders.



The more | thoughof a complexsystem approach to mentdikorders; the general notion that

came to mind was that symptomless individuals have brains that optimize their functions while
mental disorders are the result of disturbances to optimal brain organization. iSareatd

mental disorders show different patterns of phenomenology, they probably reflect different
Atypeso of Abreakdownso of opti mal brain orga
clears some immediate questions about the endogenic versus exwoggnscof mental

disorders, as both internal as well as external alterations affect a cesgptern interacting with

its environment.

The next obvious step on this roadmap is to investigate the brain system in depth, especially its
organization levelln the beginning of the 1990s, as is also common today, psychiatrists had the
tendency to investigate the brain at the molecular level of genes and neurotransmitters. | was
convinced that this is not the correct level of investigation because 1) it didovetitself,

because there was no advancement in understanding how molecules change the mental functions
such as mood and consciousness. 2) It seemed to me that there is a large explanatory gap when
relating moleculatevels to mentalevels with no corigderation of the billions of neurons at the

neur onal net work | evel of the brain. 3) The i
than the sum of elements) of mental functions that arises from Avhaile organization

supported investigating neurdagetwork organization of the entire braikentalfunctions

important for psychiatry such as personality and mood do not characterize a single neuron, or

even millions of neurons, but they do arise from whole brain integration.

At a time when most pshiatrists did not even think of investigating merdeslorders as
disturbances to neuroraétwork complexsystems using mathematical modeling and physics
related conceptualization, | set out to educate myself in these fields determined to reformulate

mertal-disorders within the framework of braphysics of complexsystems.

Whenever | hear the song AENnglishman in New Y
APsychiatrist in Computer Engineeri ng mple I de

were intrigued by my presence, as they never had a psychiatrist wandering in their corridors, and



my colleagues the psychiatrists were amazed by the computer engineering direction | took which

was very odd for them, even threatenihgnay say, as anyew approach could be.

First, | was lucky to get both the guidance and the collaboration needed to build my first
neuronal network models for the phenomenology of mental disorders. The first model involved
simulating thoughprocesses and disordersngsa fully connected Hopfield attractor network

with dynamic threshold and asymmetric connections (Geva & Peled 2000). The next model
involved a layered architecture supervisearning network, simulating interpretations of
Rorschach "8 blot by schizophenia patients (Peled & Geva 2000).

Learning to program neuronal network models in those days, using MatLab Version 2 and later
going into signal processing of braimaging during my postioc at UC Davis in 1996, really

boosted my knowhow in the field the physical complex brain.

As years went by, the literature in these fields of science multiplied and new terminologies

emer ged. For example: modeling brain functio
the study of the brain at the netwdek v e | is now called the fAiConnec
years, | have followed the literature and periodically would try to relate it to the translation of

mental disordersit o br ain di sorder s. Il have also tried

term wa coined under the influence of a book by the eminéfit#atury Viennese neurologist

and psychiatrist, Theodor Mey n-sadentficanddloullst at e d

beavoidedaccor dingly (Meynert 18849 firdhmve conver |
APsychoanal ysiso substituting it with ANeur o0
Neuroanalysis and founded a website dedicated to Neuroanalysis as the theoretical framework

for brainrelated psychiatric diagnosist{p://neuroanalysiserg.il/). In parallel, the literature of

neur onal net work modeling expanded and is <cur

with the terminology of Computational Neuroscience.

Despite the advances in this field of invest.i
AComputati onal Psychiatryd among psychiatri st

awareness into the clinical practice, a hypothetiealed taxonomy wa®gstructed based on the



|l iterature of computational psychiatry and
theoretical journals (Peled 1999; 200; 2004; 2005; 2006; 2009; 2010; 2010; 2012; 2013; 2014)
and applied to a computerized diagnostic platféhttp://www.brainprofiler.con)/Clinical

Brain Profiling dares translate mental disorders into brain disorders. This manuscript is a step

further in this attempt and a second update improved edition of Neuroanalysis.

t



Introduction

Psychiaty is facingthe major challenge of etiological diagnosis. This is the ultimate challenge
because it entails discovering the causes of mental disorders. Culventyse the causes of
mental disorders are unknowgsychiatry has to makeo with a descrifive diagnostic approach
that releson symptoms (complaints) and signs (observations) of patients. Even @hough
majority of clinicians agresthat the brain is the organ of mental disorders, there is not even one
disease in psychiatry that includes the brain taxonomiatyetiological diagnosis

taxonomically involves a place in the boslych as the appendid the description of its

patholay, e.g. appendicitis iheinfection (the pathologypf that organA descriptive diagnosis
has no such definition, ADepressionodo AAnXxi ety
define any pathology. Not knowing t the causes of psychiatricdisbhas serious

conseqguences on treatmevibu cannot fix a system if you do not know what is wrong with it.
Thus it is absolutely critical that we psychiatsstiscover the causes of mental disorders if we

ever want to cure them.

Any discovery beginwith ahypothess; generating a set of testaipieedictionsaboutthe brain
related pathology of mental disorders is a first necessary step. The second question Roask is
we have enough neuroscientific knowledge to formulate a reasonable set & tegtaibhess

for brainrelated mental disorders? Finallye ask,s the neuroscientific knowledge accumulated
so far enough foratransformative (and translatia) conceptualization of mental disorders into
braindisorder® In other wordsis thereenaugh evidencebasedscientific literature to generate a

preliminary etiological braktelated diagnosis for psychiatry?

An ol d Chinese adage states that AWissdom begi
meaning that uelss we start reformulatingentatdisorders as braidisorders we shall not be

medically wise in psychiatryThis is because today we are locked incaous cycle where we

do not have braknelated taxonomy for mental disorders because these have not been proven in
research, thugre continue to usdescriptive nofbrainrelated taxonomythat impedes any

advancement in discovery because it is not boaiented, and so ofo summarizeno testable



formulation for discovery, no discovergnd no discovery causes us to stay weBlcriptive

taxonomywhich in turn,doesnot allow for testable conceptualizations.

In light of these insightghe clallenge of reformulating mentdisorders as brairelated

disorders becomes critical to the extent that some degree of specisiabienated, in the

service of breaking loose from the nmascycle halting any progress in psychiatry. Even though
highly speculativeit is necessary to make the effort and attempt a novel brain conceptualization
for psychiatric diagnosis, this showddhere as much as possible to the scientific literature

accumulatedo date

Based on computational neuroscience, complestemsphysics and the scienoé neuronal

networks an attempt for a preliminary brabased psychiatry is made in this manusciijpie

future diagnosis of mental disorders is presumed to involve neuronal network plasticity
Specificallyment al di sorders result from alterations
of neuronal network whole brain organization. Disturbancesgmptimal (symptomless) brain
organization cause mental disorders; these are detailed in this manuscript and used to generate

the future brairbased diagnosis for psychiatry.



BACKGROUND

Networks, synchronization (fast Plasticity) Statespace, consiousness,

Neural network models are simplified simulations of biological neural networks spread in the
brain. Units in the model are simplified representations of neurons (with input summation and
threshold dependent output). The units are richly intarected to resemble the massive

synaptic connectivity found in neural tissue. These models abstract from the complexity of
individual neurons and the patterns of connectivity in exchange for analytic tractability.
Independent of their use as brain modgsy are being investigated as prototypes of new
computer architectures. Some of the lessons learned from these models can be applied to the

brain and to psychological phenomena (Rumelhart 1986).

One of the relevant models is the class of fieediard kyered network with added feedback
connections. In the feefdrward layered network architecture, information is coded as a pattern

of activity in an input layer of the model neurons and is transformed by successive layers

receiving converging synaptic ints from preceding layers. Added feedback connections

transform the architecture of the network to a fully interconnected structure also named for its
inventor, the Hopfield network. I n the Hopfie
(strengtheningconnections between the units to strengthen certain activation patterns in the

model (Hopfield 1982). Strengthening connections simulates synaptic plasticity and the Hebbian
algorithm in the model allocates higher activity to the units that are mongsticonnected.

Input is presented to the model in a form of an initial pattern of unit activation distributed over

all of the units. The units in the model are then left to interact with each other. Due to the
predetermined strengthening of connectiors thmo d e | Atendso to activat e

closest in configuration to the input pattern.

The distance between the input pattern and the activated pattern is measured in terms of
Ahamming di stanceodo which reflects the number

the two patterns. In this manner, the Hopfield model achieves a corpuftontent



addressable memory activation. The pattern strengthened by connection encodes the memory,
just as Hebbian dynamics probably determines learning in actual brains, and the input activates
the relevant associated (nearest in hamming distarempny, just as one memory is associated

with its relevant correlated memory. The content addressable computation has been successfully
applied to pattern recognition extraction and detection of visual and other stimuli, thus

simulating brain perception aperceptiordependent memory activation (Rumelhart 1986).

Historically brain activity was formalized using a localised approach of brain centers, defining
specific functions for segregated neuronal regions. Later the integrated approach argued against
localized functions and evoked a Aogalized approach of spread activation and functional

connectivity across vast cortical regions.

Today, it is recognized that nervous systems facing complex environments must balance two
seemingly opposing requirementde need to quickly and reliably extract important features

from sensory inputs and the need to generate coherent perceptual and cognitive states allowing
an organism to respond to objects and events, which present a combination of numerous
individual features. The need to quickly and reliably extract important sensory features is
accomplished by functionally segregated (specialized) sets of neurons (e.g., those found in
different cortical regions), the need to generate coherent perceptual and cagaitses
accomplished by functional integration of #etivities of specialized neurom& dynamic

interactions (Tononi and Edelman 2000).

The mat hemati cal ¢ onc g)Tononifetah I@4ycapturestheo mp |l e x i t
important interplay beveen integration (i.e., functional connectivity) and segregation (i.e.,

functional specialization of distinct neural subsystemg)s@ow for systems whose

components are characterized either by total independence or by total depende&nbeiCfor

systems whose components show simultaneous evidence of independence in small subsets, and
increasing dependence in subsets of increasing size. Different neural groups are functionally
segregated if their activities tend to be statistically independente@ely, groups are

functionally integrated if they show a high degree of statistical dependence.



Functional segregation within a neural system is expressed in terms of the relative statistical
independence of small subsets of the system, while funttrdegration is expressed in terms
of significant deviations from this statistical independence (Tononi et al 1994).

One general characteristic of high mental functions is their capacity to flexibly adapt to the

necessary information processing mechiansi. For example, working memory tasks involve

shifting paradigms, the examined subject is required to choose from a set of stimuli (cards)

according to a guiding rule (the color, shape, or a specific number of stimuli). The choice is

based on the feedbaokfi fAcorrecto or Aincorrecto from the
stimuli is presented to the subject, the examiner shifts categories and the subject is required to
change (adapt to) and choose according to the new rule. Adaptive performancsuiethaa

the capacity to flexibly process the changing conditions in the task environment.

For a system to adapt to the environment it must master a degree of flexibility to change
according to the demands of the environment (Ditto and Pecora 199@) sifstem is rigid and
unchangeable, it will not have the ability to modify according to altered environmental

conditions. If a certain degree of randomness is introduced to the system, then the system is more
susceptible to change and will modify accagito the changes in the environment. Once change
occurs in the system, it needs to be maintained over time for as long as it serves its adaptive
function. If the system is totally random (changes continuously), modifications cannot be
maintained for longeriods. The system, therefore, needs a certain degree of order that will

maintain the acquired change.

It is clear that for optimal adaptability, the system must balance orderliness and randomness in its
interaction with the environment. In neuronahter randomness involves segregation because
segregated neuronal systems will act independently of each other demonstratingamozred,

random activity. Orderliness in neuronal terms involves integration because each neural system

constrains the actiwtof its other related systems via integrative functional connections.



In order to adapt to the shifting paradigms required by high mental functions such as working
memory it is likely that brain function requires integrative as well as segregativelitigsaldhs
explained above, the balance between integrative and segregative functions in the brain is

achieved when neural complexity is optimal.

As early as 1881, Wernicke regarded the cerebral cortex as constituting, in its anatomical
arrangement ofibers and cells, the organ of association (Wernike 1881). Wernike perceived a
hierarchy of an even more complex arrangement of reflexes in the brain. With this formulation
he preceded later insights of brain organizations achieved by studying sensomytankdrain

functions.

According to Fuster (1997) there is a hierarchy of perceptual memories that ranges from the
sensorial concrete to the conceptually general (Fuster 1997). Information regarding elementary
sensationsesides at the bottom of theésrarchy. The abstract concepts that, although originally
acquired by sensory experience, have gained independence in cognitive operations are at the top
(Fuster 1995). This information process is most likely to develop, at least partially,-by self
organiation from the bottom up, that is, from sensory cortical areas towards areas of association.
Memory networks, therefore, appear to be formed in the cortex by such processes as

synchronous convergence and seljanization.

In the higher levels, the topography of information storage becomes obscure because of the

wider distribution of memory networks, which link scattered domains of the association cortex,
representing separate qualities that however disparate, have bezatadduy experience.

Because these higher memories are more diffuse than simple sensory memories, they are in some
respects more robust. Only massive cortical damage leads to the inability to retrieve and use

conceptual knowl edgeéd,t utdheed flesscy | dbfe da thsyt rKauatt &G

Similar to sensory information, motor information concerning planning and deciding has also
been hierarchically described. As first suggested by Hughlings Jackson (1969), the cortex of the
frontal lobe omputes the highest levels of motor information. The primary motor cortex is at the

lowest cortical level and represents and mediates elementary motor performance. The prefrontal



cortex, conventionally considered the association cortex of the frontarégvesents the

highest level of the motor hierarchy (Jackson1969; Feinberg and Guazzelli 1999). This position
signifies a role not only in the representation of complex actions (concepts of action, plans and
programs) but also in their enactment, inclgdihe working memory (GoldmaRakic 1987).

The prefrontal cortex develops late, both phylogenetically and ontogenetically, and receives fiber
connections from numerous subcortical structures, as well as from other areas of the neocortex
(Perecman 1987; ¥inberger 1987). This extensive connectivity links reciprocally the perceptual
and conceptual information networks of the posterior cortex with prefrontal motor networks, thus

forming perceptuaimotor associations at the highest level (Fuster 1997).

Mesuam (1998) reviewed brain organization leading from sensation to cognition. Unimodal
association areas make part of the lower hierarchical organization; they encode basic features of
sensation such as color, motion, and form. They process sensory ex@stieh@s objects,

faces, word forms, spatial locations and sound sequences. More heteromodal areas in the

mi dt emporal <cortex, We-entoihikaécorsplexaancetlze postertore hi ppo
parietal cortex provide critical gateways for transformiagcpption into recognition, word

formation into meaning, scenes and events into experiences, and spatial locations into targets for
exploration. The transmodal, paralimbic and limbic cortices that bind multiple unimodal and the
higher more heteromodal aseiato distributed but integrated multimodal representations occupy
the highest connectionist levels of the hierarchy. The transmodal systems with their complex
functional interconnectivity actualize (see emergent properties above) the highest mental

fundions.

Via the various sensory systems, information is continuously sampled from the environment.
Simultaneously the environment is subject to continuous manipulations by means of the motor
systems. This cycle of continuous sampling and interventidmeievironment is governed by

the ever more complex circuits which characterize the hierarchical organization of the brain.
This hierarchy enables the necessary associative transformations to support cognition that is

typical of high mental functions, anlat is heavily dependent on neuronal connectivity.



The transmodal connectionist level of brain organization plays an important role in shaping the
characteristics of high mental functions. If prior to establishing a connection two neuronal
systemgould act independently one from another, once their activity is interdependent, the
activity of one neural system or network will influence the activity of the other. This might
explain the internal consistency we experience in our mental functiongrgneality is

perceived as being coordinated audibly, visually and tactically. Planning, thinking and acting
also have consistency; thoughts and reactions aredgeated to the stimuli at hand, and match
situational events. Finally, our entire conse@xperience seems united in a single, complete,

logical and meaningful continuum.

Building on a 6contrastive analysisd that com
across numerous experimental domains, Baars (1988) presents an integrativeftheory
consciousness cal |l e@W)tTheery. B&ts'dheay is fodMoledlorstpea c e 0
view that the brain is compos édmodules)saemy di f f e
capable of performing some task on the symbolic representationsréiites as input. The

modules are flexible in that they can combine to form new processors capable of performing

novel tasks, and can decompose into smaller component processors. Baars treats the brain as a

| arge group of s e p aenaspdciaized gysiems thahfunctiprab ces s or s o
unconscious levels much of the time. At least some of these partial processes can take place at
the conscious | evel when they organize to for
conscious information arate formed from competing and cooperating partial processors (Baars,
1988).

According to Baars, conscious awareness i s su
multiple-constrairtsatisfaction characterizes the interacting partial procesgws they

participate in the global process. This model of the brain is fairly well supported by evidence

from brain studies (see above) and studies of patients with brain damage (Roland, 1993). The

model also complies with the notion that the brairoimposed of interacting elements (i.e.,

information processors) and is multiply constrained.



To explain the differences between conscious and unconscious processes, Baars turns to the
popular models of distributgarocessing systems (i.e., neural netwoddels; (Herz et al.

1991)). Baars proposes that a similar structure exists in the human brain, and that it supports
conscious experience. The structure, which he terms the global workspace, is accessible to most
processors, thus most processors can patgnhave their contents occupy the working

memory. The global workspace can also "broadcast" its contents globally so that every processor
receives or has access to the conscious content. Significant, though, is the idea that only one
global process cdpe conscious at any one given moment. In other words, consciousness is a

serial phenomenon even though its unconsciousl@i@rminants are parallel processes.

Baars' important claim about consciousness is that it has internal consistency, a property not
shared by the collection of unconscious processes in the brain. Baars cites as an example of this
property the experience of viewing a Neckabe, an optical illusion which we can consciously

see in one of two different orientations. The two views otth®e can "flip" back and forth, but

we cannot entertain both of them simultaneously. In other words, our conscious experience of the
cube is consistent. A similar situation is found with ambiguous words. People seem to be capable
of having but one meaniraf a given word in mind at one time. There is evidence, though, that

the alternative meanings are represented unconsciously in the brain at the same time as the
conscious meaning, in that the other meanings of such words often show priming effects on
senence comprehension (Manschreck 1988; Neely 1991). This indicates that, while conscious

processes are consistent, the collection of unconscious processes are not.

To summarize, Baars postulated a theoretical workspace where global pracegsased frm

the interactions of many partial processes. He postulated that the global formations in the
workspace carry the global dominant message of conscious awareness (Baars, 1988). Partial
processes are specialized processes, each processing its informationdependent fashion.

They function in parallel and if not involved in any global organization, they proceed
disconnected from other processes. Partial processes compete, cooperate and interact to gain
access to and patrticipate in global organizatidhs. global formation may be viewed as a

complex network of partial processes.



In global formations, there are internal consistencies; consequently multiple constraints are
formed between partial processes. When patrtial processes participate in tieatogeof a

global process they are constrained by the activity patterns of the global formations. Thus, partial
processes can no longer function (i.e., process information) regardless of the message. Partial
processes are fast, highly specialized anckdiat handling specific types of information. They

are, however, limited in the extent of the information they can process and they lack the
flexibility and adaptability acquired when many partial processes combine and cooperate. Global
formations have thadvantage of both the complexity and flexibility necessary for efficient and

elaborate information processing.

Combining Baarso6é6 theory with notions about hi
in the brain (see above), it is reasonable to consider that lower level partial processes in the
nervous system interact to form higher level neural global arg@ons. In addition, the idea of
internal consistency in global formations captures the basic notion of multiple constraint
organization. It is assumed that the dynamic activity of partial processes demonstrate both
hierarchical and multiple constraintganizations. For example, once the partial process forms
part of the global organization it is interconnected with all the other processes (i.e. is broadcast
globally). Thus, it contributes to, or influences, the global organization by virtue of its
connetions, i.e., by exerting its output through the connections to the rest of the system. On the
other hand, because it is a multiple constraint system, many other processes will constrain
(through the connections) its activity. One may conclude that frermtbrmation processing
perspective, the information delivered by partial processes concurrently influences and is

influenced by the global message.

Due to internal consistency, if the information structure (i.e., activation pattern) of the partial

pro@ess Acontradictso (i .e., markedly differs fr
gl obal formation, the partial process wil |l h a
global process. This is due to the multiple constraints betwegpattial process and the global

formation, which will not be satisfied in such a situation. As global formations are higher levels

of organization (from the hierarchical perspective), by constraining partial processes which are



most likely of lower levelstop-down control blocks access of partial processes to global
formation (i .e., Arepressiono). Parti al proce
the bottomup procedure. Thus, a balance between bettprand topdawn processes becomes

crucial for the contents that reach global formations and consciousness.

Tononi and Edelman (2000) combine the above insights with other findings and formulate the
concept of the Adynamic core.o The dynamic c
corscious experience. Tononi and Edelman conclude that a group of neurons can contribute

directly to conscious experience only if it is part of a distributed functional cluster of high

millisecond range integration as well as a highly differentiated compl@at, ability to choose

from many different states). The dynamic core is a functional cluster of neurons in the sense that

the participating neuronal groups are much more strongly interactive among themselves than

with the rest of the brain. In additiptihe dynamic core must also have high complexity in that its

global activity patterns must be selected within less than a second out of a very large repertoire.

The dynamic core would typically include posterior corticothalamic regions involved in
percetual categorization interacting reentrantly with anterior regions involved in concept
formation, valuerelated memory, and planning. The dynamic core is not restricted to an

invariant set of brain regions; it continuously changes composition and patterns.

The formulation of the fAdynamic coreo as pres
many of the ideas about consciousness and brain organization presented thus far. Firstly, it
incorporates the idea of global workspace as a globally distritunetonal cluster of neuronal

groups. Secondly, it refers to brain organization at the edge of chaos (balanced between

orderliness and randomness) by introducing the idea of the simultaneous need for integration and
differentiation within the dynamic cor€&inally, the dynamic core refers to the transmodal

connectionist systems at the highest levels of brain hierarchal organization pointing to the

relevant formulations regarding memory and mental functions described by Fuster (1997) and
Mesulam (1998).



ASt-apaceo formulation from physics is a useful
system described so far . Imagine a system formed from many elements. The arrangement of the

el ements in the system repr etaidarangemeritinthdist at es
system forms a different Astateodo for the syst
states in the system are similar to each other. If the elements of the system can form many

distinct patterns of arrangements thendix®tem has many possible states. If the system can

form only one type of arrangement, then the system is represented by one state didypTae e 0

of a system is represented by all the possible states a system can assume. If the system constantly
changes, t is called a fidynamico system. I n this ¢

one point in time to the next.

To visualize systems and their dynamics William Hamilton, the-kredlwn physicist, and the
mathematician Karl Jacob devised tlomeept ofstatespacenecessary for describing dynamics
in physical systems (Ditto and Pecora 1993). A dynamic system is generally defined by a

configuratons pace consisting of a Atopological mani f

A point on the configuratiospaceepresents thstate of the system at a given instant. Each

point is a combination pattern in the activity of the elements (i.e., the arrangement of the

elements). The configuratiespace of the system is determined by all of the possible states that

the system is capabbf assuming, (i.e., all the possible combinations in the activity of the
elements). This configuratiespacd s someti mes called a Al andscar
the system changes over time, the combinations in the activity of the elements(clearbe

points on the space change). The dynamics of the system are described in termspdctaas
6movement 6 from one point to the next on the

configuration space.

| f t he sy sdatanstatésyie.earrangeménts) over other states, it will tend to be
6drawndé or Oattractedd to form these states.
form Aattractorso (basins) in t hphoricadlmb!| ogi cal

were rolling on the surface (space) it would



those states the system tends to avoid) and basins represent attractors (i.e., those states the system

tends to assume).

Using the statapace formulation in relation to Hebbian plasticity (see below) and together with
insights from neur al net works, a memory embed
on the space manifold of the model. The attractor represents the dynamic teridbacgystem

to activate the memory states just as a ball may roll toward a basin of a landscape. Thus, multiple
attractorformations in the space manifold of a system could provide for internal information
embedded in that system. In other words, the folahiopography of a dynamic system could

well simulate internal representations achieved by that system (Figure 1).

Figure 1

Trajectory




The internal representations in the brain probably follow the general rules of Hebbian plasticity.
Since the braimperates on the border of chaos, balanced between orderliness and randomness,
the internal representations are probably subject to continuously changing influences. A more
complete characterization of the functional connectivity of the brain must therefateto the
statistical structure of the signals sampled from the environment. Such signals activate specific
neural populations and, as a result, synaptic connections between them are strengthened or
weakened. In the course of development and expesidine fit or match between the functional
connectivity of the brain and the statistical structure of signals sampled from the environment
tends to increase progressively through processes of variation and selection mediated at the level

of the synapses (felman 1987).

To conclude this section of brain systems dynamics, nonlinearity as an inherent character of the

brain must be briefly addressed. As mentioned above, nonlinear systems are those where

relations between input and output do not have a@oee relationship. Nonlinear systems are
often described by a sigmoid graph. The initi
effecto in which a smal.l i ncrease in input re
portion of the sigmoidgp h can be vi eeWwefde catso fissiantcuer atthieoni ncr

levels does not increase the output further.

In physics, the point at which a system radically changes its behavior or structure, for instance,
from solid to liquid, is critical. In stadard critical phenomena, there is a control parameter,

which an experimenter can vary to obtain this radical change in behavior. In the case of melting,
the control parameter is temperature. A-setfanized critical phenomenon, by contrast, is
exhibitedby driven systems that reach a critical state by their intrinsic dynamics, independent of
the value of any control parameter. The archetype of @ggdinized critical system is a sand

pile. Sand is slowly poured onto a surface, forming a pile. As tegpws, avalanches occur

which carry sand from the top to the bottom of the pile. At least in model systems, the slope of
the pile becomes independent of the rate at which the system is driven by pouring sand. This is

the (selforganized) critical slope.



Self organization systems typically evolve through a set of phase transitions. In non linear

systems bifurcation is a typical phenomenon of phase transition. The system driven to a critical
optimal condition, when driven further by additional energy bexounstable and as a

consequence forms one of two different organizations each more stable than the prior critical
condition. The term fAbi (two) furcationo desc

organizations.

Generally, we can define criticalitg @ point where system properties change suddenly, e.g.
where a matrix goes from ngercolating (disconnected) to percolating (connected) or vice
versa. This is often regarded as a phase change, thus in critically interacting systems we expect

step changein properties and phase transitions in dynamics.

To conclude, criticality may involve both levels as well as patterns of organization in systems.

As mentioned above, phase transitions going from one level of organization to another, the
system may gaior lose emergent properties as per its transit to higher or lower levels of
organization. For example, evolution is generally described as phases transiting from one level to
a higher level of organization, thus systems of higher levels have additiopattes as

compared to the previous level system. Properties of a system can change abruptly according to
the changes of organization patterns within the system. Nonlinear systems can react abruptly to
small changes (trigger effect) or remain stable itesyf large perturbations (saturation effect).

Instability can occur in all kinds of structures from solids to gases, from animate to inanimate,

from organic to inorganic, and from constitution to institution. External and internal disturbances

can caus stable systems to become unstable, but this instability does not necessarily occur from
some ordinary perturbation. It depends on the
the susceptibility of the sy stebaforetheGygstarb is | 199
rendered unstable. Cambel adds that sometimes it takes more than one kind of disturbance for the

system to transform into an unstable state.

Prigogine and Stengers discuss of t hacatibrc o mpet

and instability through fluctuations. The outcome of that competition determines the threshold of



stabilityo (Prigogine and Stenger s, 1984) . I
upheaval to take place. We could superimpose this theanahy observable situations in areas

such as disease, political unrest or family and community dysfunction. In psychiatry it is

especially appropriate to conceptualize the idea of acute reaction to stress and adjustment
disorders. Cambel used the old aglagt hat it may be the straw that
finally allows the system to go haywire. This old saying reflects the idea of the trigger effect

bringing us back to instability as a Obehavio

Consideringhe above introductions we can now begin and try to understand one of our higher
mental function consciousness in physical terms. Borrowing from the terminology of state space
formul ations, |l et wus call al | Sintethe branismossi bl e
dynamic system, as time progresses from one millisecond to the next, the brain state changes.

Across time, changing brain states form a tra

If each unit acted independently without any relation to (or regardless of) the activity of other
units, the entire brain system would be arbitrary; brain states would appear randomly and the
brain trajectory would be random. But we know that this isnuet fior the brain. Brain

architecture involves pathways, synapses and connections among units. In effect the brain is
highly connected to the extent that the activity of most units is constrained by (and constrains)
the activityof the majority of the othreunits. Thus, brain states do not appear randomly and

brain trajectory is\otarbitrary.

Due to connectivity brain units can unite creating many brain states. These brain states can
interconnect further creating more dominant brain states from larges, widespread,

ensembles of brain states. The larger the connectivity the more integrated the brain states, to the

extent that i f alll brain units participate in
brain stateo. Hhle that m & wery llarge system rmobat lraenistatas will be
integrated all the time; some brain states wi

sense that they will be less influenced (or constrained) by the other brain states. The brain

probaly balances equilibrium of connectivity where both lasgale integrations form together



with smaller scale organizations. Thus connectivity and disconnectivity may be balanced to

certain extents in the brain system.

Let us assume that one largeale ntegration is always active in the brain and call it the

Afdomi nant brain state. o Other | ess domi nant 0]

Since dominant brain states involve large scale activity patterns they can be conceptualized as
figlobal processés si mi | ar to those defined by Baars (B
form dynamics which change in the millisecond range, they also fit the description of the

A Dy nami clonGnbanae Kdelnjan 200@oth the globalvorkspace theorgnd the

formulation of the dynamic core relate to consciousness.

This is in accordance with the idea of emergmoiperties. Emergent properties arise from large
scale complex (nehinear) integrations (or systems). Thus consciousness can be exalaitie
emergent property of dominant brain states. Our conscious experience has a streaming motion,
we are conscious in time, aware of things as they are from second to second. This supports the
idea of a @idomi wremtomimanibrainates areagctwatetl io a goritinuous
sequence, just as our conscious awareness is continuous in time, as represented by consecutive

conscious events that occur one after the other.

As mentioned above, not all brain units must participate in the domirantdtate; certain units

can create fractional states. Fractional states are unconscious because they do not contribute to
the dominant brain state. Their description i
described by Baars (1988). Baargued that partial processes compete to gain access to global
formations, thus unconscious contents of the partial processes become conscious when
participating in the global formations. The dominant brain state is a dynamic formation of
participating fradbnal brain states. One can imagine this as a pattern of cars on the highway.

Traffic merges and branches out, however the pattern of car flow on the highway is continuously

maintained.



This description of the brain system and its dynamic organizatfaithéul to the model

proposed by Freud regarding conscious and unconscious dynamics. Unconscious content can
become conscious when fractional brain states integrate into dominant brain states, and vice
versa. Conscious content can become unconscious pelnenof the dominant state fraction

away and are thus no longer part of the dominant organization.

As the interactions that create dominant brain states bind fractional brain states, and as these
states are also formed from bindings of brain unitspeotivity becomes an important factor
determining the formation and nature of dominant brain states. As already mentioned, dominant
brain states are not random and they therefore maintain a certain consistency. Consciousness is
an ordered consistent expEce. This was emphasized by Baars who claimed that consciousness
has internal consistency (Baars 1988). Such consistency is attributed to the dominant brain state

preserved by the binding of units that result from connectivity in the brain.

The consistet character of conscious experience is related to the connectivity power of the brain
system. However our consciousness has many factors that need to be highly flexible; one needs

to shift attention according to changing events or occurrences, anddly mgapt to new

conditions. This requires flexibility from the dominant brain state. Flexibility is obtained if

connections can be loosened and disconnected to allow for changes and new pattern formations.
Thus the optimal condition for a dynamic chandeawmminant brain state (adaptive flexible
awareness) is a balance among a-canrectegito of conn

disconnected.

Computation of cognitive functions in the brain is achieved by rapid activation and interactions
among large gups of neurons. Neuronal networks activate and change from instant to instant in

a timescale of millisecond range. The interactions among neurons also termed plasticity, is
governed by Hebbian dynamics. Donald Hebb (1949) described connectivity sagngth
resulting from synchronous activation of neur
together Wiret oget her 0. Repeated firing of neurons i
the opposite is also true when neurons do not synchronize and fitleeigdlkee connections

between them are weakened and lost. These dynamics can be fast, dependent on neurotransmitter



activity, or slower, dependent on structural cell membrane formations. In any case, faster or

slower, they are called Hebbian Dynamics.

The activity of neurahetwork fast millisecond function is demonstrated when pickednd

detected using sensitive electrophysiological sensors from the scalp. For instance, cognitive
functions correlate with electrical activity emerging from activate@mibées of large groups of
neurons and is evident in the form of nevoked

the millisecond range after the stimulus to be computed is presented.

The hierarchy of the brain enables higherel functions to merge from lowetevel processes.

Thus, topdown and bottorup connectivity processes become relevant. The incoming
information sampled from the envirolavelent dAtr a
organizations, which embed and represent thenatenodel of the world. At the same time the

internal representations control and influence the incoming information sampled from the
environment. We all know the set of illusions that are typically created by our past experiences,
which can biasanddstr t our perception. AcKrchhoffetalg t o Kar
2018 the brain highetevel organizations constantly generate prediction about the environment

and uses a plasticity mechanism, of error correction to update a dynamic internabitloelel
environmental occurrences. Because the environment is in constant change, this process of error
prediction and correction minimizes the biases and differences that may develop via the

changing environment. According to Karl Friston, this is meashyeentropy mathematical

met hods of HAFree Energyo which is the reductd.i
between mathematical representations of the environment and those of the internal configuration

of the evolving internal model of tiveorld (Friston 2013).

Connectivity in the brain entails smaorld-network organization, which is a specific

organization of connectivity with dense nearby connections and fewer distant connections
formed in a way t hat fdlofdomectivitysttuauges. Jhisdendsu | t i p |
well to the anatomy of hierarchy where transmodal higgnezl organizations require Hulke

integration of many processors.



In recent years it is established that a network with anatomical distribution of hubs in the
Dorsolateral Prefrontal Cortex (DLPC) Intraparietal Sulcus (IPS) and Posterior Parietal Cortex
(PPC), titled Central Executive Network (CEN) is correlated wish fiaillisecondrange

plasticity integration with the environment and has been found to be activateghin

level cognitive functionavorking memory, problem solving, and decision making executive control tasks
and 1Q Culpepper 2016 Thus the CEN can Is=en as the network hub organization for fast plasticity

conscious cognition and related intelligence functions.

At rest the CEN inactivates and a Defadibde Network (DMN) is active, this network is composed
from Prefrontal cortex, Angular gyrus, Pexsor cingulate, Hippocampus Parahippocampus,
Temporoparietal gyrus, Lateral Temporal cortex, and Retrosplenial CohexDMN has been found to
activate in relation to wakefuést, internal focus daydreaming anthd-wandering. In addition it has
been elated to Theory of mind Retrieval of socs@imanticand conceptual knowledge,
autobiographicamemory and future planning.

The two networks have been described to anticorrelatppépper 201pwhen one is active the other is
inhibited, the networks swgh with flexibility presumed to be modulated by the Salience Network (SN)
acting as modulating the switch between the externally directed cognition of the CEN and the internally
directed awareness of tB8MN. The SN network involves Anterior Insula (ADorsal Anterior

Cingulate CorteXDACC), Ventral striatumAmygdala, Dorsomedial thalamus, Hypothalamus and also
Substantia Nigra (SNY/entral Tegmental Area (VTA). Anatomically there are known asdtulctures

for massive brain connectivity, thus a r@aable anatomical structure for integration of modulation.

Figure 2 describes the anatomical distributions of the networks described.

Figure 2
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To summarize the fast millisecond range activity in the brain entails connectivity in the form of
smallworld CEN organization, this connectivity also enables hierarchal formations. The-higher
level hierarchal organizations are formed in hubs of braingnilgivel organizations such as the
DMN. The DMN continually interacting with the CEN via tdpwn and bottorup balance of
processes, the CEN continually inputs and outputs interactions with the environment. Such
hierarchal construct is continually andchestantly predicting and erra@orrecting the

environmental occurrences (sensorium) as well as intervening and changing environmental

occurrences via action (motor) in the environment.

Optimization, slow plasticity, Hebbian dynamics, learnng and memories



Optimization is typically defined as the ability of a system to evolve in such a way as to
approach a critical point and then maintain itself at that I&valparticular dynamic structure is
optimal for the system, and the current egufation is too static, then the more changeable
configuration will be more successfifithe system is currently too erratic, then the more static
mutation will be selected’hus, the system can adapt in both directions to converge on the

optimal dynanic characteristics.

Christopher Langdon discussed the fiedge of <ch
optimal performance potential (Kauffman 1993). At the edge of chaos, there is a sublime balance
between stability and instability. Thesiblimely balanced formation is the state where the system

is at its optimum adaptation where it can naturally approach the more changeable configuration

as well as the more static mutation. This balance is important for optimal adaptation to external

andi nt er nal events as wel | as for fbest sol ut i c

The ability of a system to optimize is related to the idea of complexity as well as connectivity.

As mentioned above, if the elements of a system are disconnected frootresacnd act

independently, the system will tend toward randomness and thus to the more erratic
configurations. | f connectivity is dominant a
prevail. Thus, the connectivity patterns in the system are ctodila¢ optimization and

complexity of the system.

AMul ti ple constraint satisfactionodo is the typ
among multiple units in a system. Once the activity of unit A influences the activity of unit B to

which it is connected, the activity of unit B is constrained by unit A. This constraint depends on

t wo factors, 1) the activity of unit A and 2)
strength of the connection determines to what extent the acti{yconstrains the activity in B.

If the value of the connectiestrength between the units is large, the constraint of the activity in

A on the activity in B is large. Conversely, if the strength of the connection is small, then the

activity in B will beless constrained by the activity in A. In systems with numerous

interconnected units, each unit simultaneously influences (i.e., constrains) several other units,

thus the activity of each unit is a result of multiple parallel constraints. When theyaatiait



unit satisfies all the influences exerted on it by the other connected units it achieves multiple
constraint satisfaction. If the activities of all the units in the system achieve multiple constraint

satisfactions then the system as a whole optsmzeltiple constraint satisfaction.

The relevance of synaptic plasticity to the information processing of the brain was recognized as
early as the beginning of the"6entury. Caja{1952) was one of the first to realize that

information could be stored by modifying the connections between communicating nerve cells in
order to form associations. Thus, acquisition and representation of information basically entail
the modulation of gyaptic contacts between nerve cells (Kandel 1991). Information is stored by
facilitation and selective elimination of synaptic links between neuronal aggregates that represent
discrete aspects of the environment. Memories are hence essentially asstloeainfermation

they contain is defined by neuronal relationships.

Hebb (1949) proposed that Atwo cells or syste
tend to become associated, so thathisiscaledvi ty i
At he principle of synchronous convergenceo (F
coincident inputs, neurons become associated with one another, such that they can substitute for
one another in causing other cells to fire. Furtheenoonnections between input and output

neurons are strengthened by recurrent fibers and feedback. By these associative processes, cells

become interconnected into functional units o

Evidence for synaptic plasticityas presented as early as 1973 when a group of researchers
published one of the first detailed reports on artificially induced modification of synaptic
strength (Bliss and Gardner 1973). They found that stimulation of certain neuronal fibers with
high-frequency electrical pulses caused the synapses of these fibers to become measurably
stronger (i.e., their capability to stimulate post synaptic potentials increased) and remain so for
many weeks. Their observation, which they called{tmmg potentiationl(TP), was probably

one of the first reports of synaptic plasticity.



One critical component of the induction of synaptic plasticity in virtually all experimental
models is a change in pesgnaptic (sometimes pigy/naptic) membrane potential, usually a
depolarization. There are two other common features. Firdt, t@gically plays an indispensable
role in triggering synaptic change. The elevation df @Gy arise via flux through membrane
channels, release from intracellular stores, or both. Seconticipjassually comes in two
general forms: shoterm plasticity which is dependent on parstnslation modifications of
existing proteins, and loAgrm plasticity which is dependent on gene expressiomambvo
protein synthesis.

Finally, it is incraasingly apparent that for many experimental models a vital bridge between

initial induction of plasticity and its maintenance over time is the activation of adenylyl cyclases
and protein kinases A. One of the more studied mechanisms of regulatirfuCin synaptic
transmission relates to therNethytD-aspartate (NMDA) excitatory amino acid receptor. Over

the years it has become apparent that mamgesliblar systems combine in a complicated way

to regulate C& flux and levels, for example, the phosjtositide system, @rotein systems,

and the neuronal membrane currents (for detailed explanation of the relevance of these systems
to synaptic plasticity see Wickliff and Warren 1997).

In a series of experiments with the marine sAgpllysia Kandel (P89) demonstrated how

synaptic connections can be permanently altered and strengthened by regulating learning from

the environment. Kandel (1989) found structural changes in neuronal pathways and changes in

the number of synapses related to learning pseses theAplysia.Essentially LTP is the

mechanism by whicAplysialearns from experience at the synaptic level, and the experience
dependent process thenwirandl at eeriant onst ( ¢

In another series of exparents, with monkeys, the map of the hand in the somatosensory cortex
was determined by multiple electrode penetrations before and after one of the three nerves that
enervate the hand was sectioned (Merzenich and Kaas 1982). Immediately following nerve
secton most of the cortical territory, which previously could be activated by the region of the
hand, enervated by the afferent nerves, became unresponsive to somatic stimulation. In most

monkeys, small islands within the unresponsive cortex slowly becapmns#ge to somatic



stimulation from neighboring regions. Over several weeks following the operation, the

previously silent regions became responsive and topographically reorganized.

Studies of the primary visual cortex in mammals typically show exper@ependent activity

(Kandel 1991; Singer 1995). The blockade of spontaneous retinal discharge prevents the
segregation of the afferents from the two eyes into ocular dominance columns; this finding

suggests that spontaneous activity may promote axango®&anglion cells in the developing

retina engage in coherent oscillatory activity, which enables the use of synchronous activity as a
means for identifying the origin and neighbourhood relations of afferents. However, substantial
fractions of neurons ithe primary visual cortex, especially those in layers remote from thalamic

input, develop featurspecific responses only if visual experience is available. Manipulating

visual experience during a critical period of early development can modify vistial coral &é map s
in these layers (Singer 1995).

The descriptions above entail adaptability of information processing as to match internal
representations to incoming stimuli. Tononi and colleagues introduced a statistical measure,
call ed Amat c HGunwhiclcreflects the changeyn@gbserved when a neural

system receives sensory input (Tononi et al. 1996). Through computer simulations, they showed
that when the synaptic connectivity of a simplified cortical area is randomly organjzeési, C

low and the functional connectivity does not fit the statistical structure of the sensory input. If,
however, the synaptic connectivity is modified and the functional connectivity is altered so that
many intrinsic correlations are strongly activatedhsyinput, Gy increases. They also

demonstrated that once a repertoire of intrinsic correlations has been selected which adaptively
matches the statistical structure of the sensory input, that repertoire becomes critical to the way

in which the brain catorizes individual stimuli (i.e., perceives stimuli).

Thus, the internal representations embedded as statisticallymgtching patterns are
continuously altered by the configuration of external influences. Once altered, the consecutive

i nput serapreetiechd by the recently altered interr



According to Karl Friston, the Bayesian Brain acts to reduce Free Energy, the differences (the

Delta) between the internal representations and actual external occurrences. This happens
hierarchically at each level of neuronal network brain organizatiomesudts in a continual
updateo of internal -predigiionardeanréctonh mecharismsisi ng t h

underlying what Friston calls Dynamic Causal Modeling (Friston 2012).

Considering the matching low free energy increase, it can be conlcagluhat the internal
representations aveesawhéghe énaronmentaiboccarrentesmismagch

and the free energy increases; i.e., the delta of the difference between the internal representation
and external events increases. Thusptiae is "DeOpt i mi zed, 6 and the dyna
fluctuate between optimization dynamics anebgémization dynamics as it evolves to create

accurate internalepresentations of the evelnanging world.

Negative emotions typically emerge withdttation when something we believe ought to happen

(the internal representations) does not happen, i.e., difference between expectation and reality
increases. In other words, free energy (delta) increases. The opposite is also true. When an
expectation igulfilled, it is typically accompanied by a satisfactory good feeling. Here the
assumption is that AOptimization Dynamicso em
emergenproperty from deoptimization dynamics is a depressed mood and the emergent

property of optimization dynamics is an elated -alefpressive mood.

Elaborating in optimization dynamics, it is evident thabgémization dynamics will result

from two factors (or their combination): 1) that of reduced plasticity of the neuronainkeand

2) large fluctuating alternations of the external environmental occurrences. Reduced adaptive
plasticity may occur because of neuronal factors such as neurotransmitter alterations, neuro
hormonal factors and any atropmgducing biological factorsThis will cause the adaptive
plasticity to slowdown and relative to the continually changing environment, the free energy
will increase Deoptimization will occur and depressed mood will emerge. On the other hand
adaptive plasticity can also be altergdnbajor alterations in the environment (stresses, i.e., any
stress is characterized by alterations in the environment) such alterations that depart from the

internalrepresentations naturally increase the delta between internal representations and external



events causing the emergence of depressed moo
depressiono and what has been previously cal/l
one model of optimization dynamics. Thus, if an elderly patient with breoptat and reduced

brain plasticity is institutionalized, alerting his environmental habitation of external environment,

it is predicted that freenergy will increase both by altering the environment as well as by

atrophy and reduceplasticity explainingvhy depression is typically characteristic in such

cases.

Anatomically the matching dynamics and reduction of Free energy presumably relate to the CEN

and the DMN via the action of the SN, The free energy reduction is a result of externally
(environmatally) induced fast plasticity of the CEN activity embedded in the internally
represented stable devel opment al-empédragy irceduwyciorl
activity of the SN.

Internal representationdynamics and psychoanalyit conceptualization.

The ego develops from the id as a result from interaction with reality events. Brain organization
is known to emerge through experierttgpendenplasticity. The infant is born with a

rudimentary nervous system where connectiatgot effectively established. Thus if any
dominant brain trajectory forms it is most likely unstable and fractional. We know that

experiencedependenplasticity defines Hebbian dynamics (see plasticity above) in the sense



that consistent environmentairstli repeatedly activate neuronal ensembles. This repetition
strengthens connections in these neuronal ensembles turning them to brain states that represent

the relevant environmental stimuli.

If the id refers to a disorganized (random) brain trajectbiyego refers to a balanced consistent
well-organized dominant brain trajectory. The process of development of brain organization
through repeated experiences gradually forms evermore complex brain organizations leading
from an initially fractional unorgnized brain to a highly organized complex brain. The highly
organized brain supports the dominant brain trajectory, which enables the appearance of
computational ability, reflected by a mature personality cognitively adaptable to the demands of

reality.

If we examine the environment into which the infant is born we find that the family and primary
caregivers are most relevant. Good enough mother, a term coined by Winnicott refers to the
structural consistent care provided by the mother with a schedigdedihg, washing and

attending to the infant. From a systems poifaview it can be concluded that the environmental
system is more organized than the brain system of the infant. This organization structures the
brain, gradually increasing its organizatal level, by the gradually forming inpdependent
stimuli-related connectivity. Repeated stimuli continually activate relevant neuronal ensembles
which according to Hebbian dynamics, strengthens the connections among the units of the neural

ensembles nkang them functionally structured and organized.

If we consider the idea of interacting systems, i.e. the environmental system and the brain
system, and extend it to the entire lifecycle, then as the infant grows his brain system becomes
more organized ahhis environment system becomes less organized. As the child grows he
needs to confront new environments kindergarten, and school, moving from the protected
structured environment of the family home to the less structured more hazardous social
environmenbutside the home. Thus an inverse graph can be traced where the brain system
gradually increases organization levels and the environmental system decreases organization
levels. According to this graph, between the ages 18 to 21 there is a criticalvpéripdak
vulnerability to brain organization. At that age the brain is approaching a good, but not



maximum level of organization, and the environment system is already becoming disorganized
as the young adult needs to make his way in the world confraaskg such as choosing a life
style and acquiring a profession. The highly organized brain acts to organize the environment as

he creates a stable consistent environment.

From this rough simplistic description of interacting branvironment organizainal levels,

during adolescence and young adulthood both are at their lowest levels. Before that age the
environmental organization level is high and the brain organizational level is low. After that age
the brain organizational level is high and vicesaeThis description of system interacting
organizations is important to explain why many mental disorders appear in adolescence. This
type of systems approach to the vulnerability of the organization of the brain is typically
overlooked when searching ftirte etiology of many mental disturbances that manifest during

adolescence.

If the infant grows in a disturbed family where the organizational level of the family
environment is low, he/she may suffer mental disturbances. It is not clear exactly how this
happens. The interacting bragmvironment model can shed light on this question. If an impaired
low-organization brain reaches the critical period in an environment with a low organization
level, it will be unable to function and achieve an organized Tihis impaired brain can have
fluctuations in organization levels susceptible to organizational breakdowns, which clinically

manifest as symptoms and signs of mental disorders.

Freud, and others who followed him, described the psychological developnpérises, each

phase allowing for the development of a higher level with new psychological characteristics.

This description is faithful to the nature of Rlamear dynamic systems. Since the brain is such a
system it is not surprising that the psychatafdescriptions concord with the neurophysiology

of the brain. In effect nefinear systems driven by energy to higher levels of organization show

a phenomenon of bifurcation, moving in phases each allowing two new patterns of activity. This
descriptionaccords with the developmental phases described by Eriksson. In each phase success
or failure can be achieved (bifurcation), success is associated with development of a new virtue

and failure with the acquisition of a certain insufficiency relevant tophase. Many



psychological theories and formulations discuss the importance of stability and good object
relationships for a mature personality to develop. These theoreticians describe psychological
development starting from rudimental preliminary orgatnirathat is typically fragmented and
unstable, gradually developing into whole complex intrapsychic structures. For example,

Mel ani e Klein notes the infantdés ability to
Ai sl andso of iroubdevhichdutuie streiatures vidlljbe argarszedaand Kohut

tal ks about t he -intefratadéthio the identity ofyhe mdividdalo These authors

all agree that good experiences enhance maturation and organization and that bad experiences
aresplit off from the organizing structures and hamper the overall organization. Either as defense
or as damaging phenomena, bad experiences destabilize and fragment the intrapsychic structures

such as the ego.

As mentioned above the dominant brain statestheir trajectories have consistency and
coherency due to the connectivity powers of the brain, thus it is conceivable that the brain states
that comprise dominant brain organization need to show a certain degree of dependence and
constraints among therf.experiences activate neuronal ensembles and similar experiences
activate similar patterns of brain states, then activations would maintain dependence and
constraints among themselves. However, if experiences differ radically and their correlated brain
activations have patterns that are far removed from each other, dependence and constraints
among these patterns may not take place, creating fragmentations of dominant brain states.

Bad early experiences can be viewed as part of instablearmistent ugbringing where the

chil dés needs are inconsistently met and wher
inconsistencies. Such events activate incoherent brain states, which have difficulty organizing

into dominant brain states leaving the individualnerable to breakdowns in (and

fragmentations of) the dominant brain states and trajectories.

According to Freud, the ego makes use of an unconscious domain of mental activity (the id) into
which undesirabl e drives aasbeendescabed astheementad pr e s

mechani sm that Aguardso the conscious awarene



intolerable ideas or drives. Freud indicated that the intruding ideas and drives from the

unconscious actually threaten ego integrity.

If we adopt formulations about consciousness by Baars (1988).eprssion can be-re

conceptualised as the dynamics of participating, as well aparticipating processes in the

global formations that support conscious phenomena. Partial process#s tiot gain access to

the global process remain unconscious, (i.e., represbedjher words those fractional brain

states that do not become part of the dominant brain state are unconscious, as long as they do not
gain access, i.e., do not become pathe dominant brain state they are repredsed.to the
multiple-constraints that characterize dominant brain states, certain partial fractional brain states
may encountedifficulty 6in accessing the global formatioosdominant brain state3hisis

especially true if the partial processes carry information (i.e., an arrangement pattern) that is

entirely removed from, or contradictory to, global messagerent to dominant brain states

Based on these assumptions it is possible to conceivetypeadf information will be denied

access to the global organization; it will be the contradictory and unfitting mesisageise

fractional brain states that activate patterns dissimilar, or removed, from the activated patterns of

the dominant braintates.In neuronal terms it will be the partial arrangement that does not
satisfy the gl obal constraints. I n fact, Freu
topics or unbearable ideas. Henanbearabléstands for the partial process that is removed

from (i.e., Aunfittingodo to) the information p

integration.

A fractional brain state that has an activation pattern that is largely removed from the patterns
activated by the dominant brain state cannot be incorporated in the general message of that
dominant state without damaging its internal consistency and integration and is therefore bound

to be excluded. For example, to a mother of a newborn baby the ikidangfher baby is
extremely contradictory t efntihned on drynpailc allo vtion ga
If inadequatdractional statesomehow gain access to the dominant state of brain organization

they are inclined to destabilize or eveardpt it. If many conflicting and disrupting processes

gain access to the global dominant brain state, the whole activation pattern of the dominant brain

state may be destroyed and the neural systepresenting ii.e., the relevant neural circuits)



arebound to destabilize. I ndeed, the types of t
often emerge in mentally disturbed patients. It is thus conceivable that in fact certain fractional

brain states actually do threaten the integrity of dominah bormations and the actual

stability of the dominant brain state and trajectory. This description conforms to Freud's notion

of ego integrity that is being threatened by repressed mental processes of conflicting ideas or

drives.

Occasionally, inadequatractional brain statesiay gain access to the dominant brain states and

are oO6transformedd i n oactvaionpatteonof the domimantbrdimt e t he
state For example, immoral ideation is contradictory to the dominating content ofadistic

conscious awareness. Transforming the wish to behave in an immoral way into moralistic
ideation may accommodate the prevailing domin

type of transformation is known in the psychoanalytic literatuee A r € @ac maod h on. O

Anot her transformation of wunbearabl e ideation
excluded from awareness; only certain relevan
that are incompatible with the resttbe conscious message., the global activation pattern of

the dominant brain stat&he fractional brain state is included in the conscious awareness

emerging from the dominant brain staialy to the extent (i.e., it is isolated) that it is removed

from certain contents of the conscious awareness. If isolation is not enough to satisfy the
message of the gl obal i ntegration then Adi sso

awareness would be ignored or experienced as independent and urfrelatsplit off)

The fAtransformati ons o d"pretect! thelglekdl foantationad ar e nec
dominant brain states from being disrupted by contradicting fractional brain states. Therefore, it

is conceivable that these transformations justity e t er m Adef ence mechani s
global formation of dominant brain states and preitsmtestabilization. From the biological

point of reference, this may translate into destabilization of the interrelations between groups of
neurons, whik presumably have direct neypathological outcomes on transmitteceptor

activity.



Freud affirmed that defence mechanisms reduce anxiety. The conflicting information in the form
of constraint frustrations within global dominant activation patterns of the brain states, results in
the emergent property of anxious sensations. Thus it gimadle that defence mechanisms
actually reduce such constraint frustrations by allowing only transformed activation patterns of

fractional states to participate in the dominant brain state.

We can assume that if defence mechanisms are insufficierg viilebe repeated perturbations

to the constraint formations and that continuous constraint frustration may eventually push the
brain dynamics toward deoptimization shifts. This may explain why anxiety and depression
typically manifest together in manygents (i.e., deoptimization results in depressed mood, see

above).

We have seen that the extensive psychological literature on "object relations" relates to internal
representations of the real world embedded in the brain. It is evident thatrelgdons
psychologistzoncentrated on the study of the dynamics of internal presentations and their
relevance to personality and personality disordatsrnal representations on the neural network
level of brain tissue can be explained using therkedge relevant to information storage in the
brain, that of brain plasticity and Hebbian neuronal ensenlbfesg the statspace formulation

in relation to Hebbian plasticity together with insights from neural networks, a memory
embedded in neuronal $igse (similar to a Hopfield moddl or ms an fAattractor o ¢
manifolds of the brain. The attractor represents the dynamic tendency of the brain to activate the
memory states. Thus, multiple attraeformations in the dominant space manifold of airor

could provide for internal information embedded in that brain, i.e., the internal object relations.

In other words, the manifold attractmglated topography of a dynanbicainsystem embodies

the internal representations of object relations.

Sinceobject relations psychology is relevant for the nature of personality and is useful for
treating personality disorders let us examine personality in relation to internal representations.
Personality traits are enduring patterns of perceiving, relatingdaharking about the
environment and oneself. They are exhibited in a wide range of social and personal contexts

(Sadock 1989). Specific configurations of internal representations havedirdtimpact on



personality traits. For example, internal repreagons regarding hygiene, punctuality and
precision, are more pronounced for some individuals, while for other individuals other
representations are prominent; e.g., vanity and pride. The first example is typical of individuals
who give special importae to order and strive to achieve perfection. These individuals are
often referred to as having Aobsessiveo per
individuals who regard themselves as special and important. They are often referreaviogs

Anarcissistico personality traits.

But what shapes these internal representations and how do they mature in the developing brain?
From the brief preliminary overview of the psychology related to object relations it is strongly
suggested that earbxperiences shape critical first internal representations. Later on experience
keeps shaping the way we view ourselves as well as others in the world around us, thus
interaction with the environment is the shaping force that determines our internal object
relations. This is in concert wi tdepemdender n Kk
plasticityd and is actually a neuroscience

can now explain internal contexts and information built into nealroircuitry.

Psychologists have described the gradual, repetitive processes of internalizations that take place
during the development of internal representations, for example Kohut talks about transmuting
internalizations via "notraumatic failures"tat eventually result in a mature "self" integrated

into the personality and identity structure. Neuroscientists have described the processes of
"matching complexity" in which stimuli gradually alter connectivity patterns (i.e., Hebbian
plasticity) to math inputrelated (outeworld correspondent) activation patterns in the brain. If

we accept the previously described idea, in which internal representations are expressed by
attractor formations created by altered connectivity patterns of Hebbian plastieiiywe have

the neuroscientific assumption that may explain how the brain forms internal object relations.

Personality assessment equals the assessment of internal representations. Unfolding the
subjective experience of the patient and his/her pemsepfithe world, especially of
interpersonal experiences, allows for the reconstruction of his/her "internal map" of organismic

evaluation. Once reconstructed this internal map of representations (object relations) is a
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powerful predictor of the modes @actions and interactions that the patient will actualize. One
could easily predict what the patient with predominant internal representations of orderliness and
hygiene will experience when confronted with filth and dirt. Personality traits (i.e., emlotion
responses) emerging from internal configurations of object relations play an important role in the
interplay between internal configurations and their optimization dynamics triggered by external

events.

A mismatch between the internal configuration #me statistical structure of an input set that is
coming from a psychosocial event in the environment can deoptimize the relevant set of internal
configurations. Thus, an individual reared to appreciate hygiene and perfectionism will
deoptimize these repsentations when presented with a situation carrying the information of
disarray and filth. It is proposed that the combination of certain internal configurations (or
sensitivities of personality traits) with certain specifically significant situationstifouli) may

create frustration of constraints, deoptimization shifts that could trigger anxious depressive
reactions (i.e., emergent properties). In effect, certain types of depression (e.g., dysthymia, mixed
anxiety and depression) have been typicalsited to personality disorders in clinical

experience.

In addition to the "'structure,” "features” and "content" of internal representations, the levels of
their development also warrant assessment. We have seen from the descriptions of object relation
theoreticians that internal object relations develop gradually from initially primitive unorganized
constructs that can be rudimentary, split and incomplete. Such internal representations of

context or reference allow for partial and opposing represeatat s t o fAspl i t o awar
experiences. For example, partial development of internal representations can indoiee "all

nothing" experiences (black and white attitudes) impeding complex realistic experiences
(variations of grey spectrum attitudes). Tmede of experiencing reality is non adaptive due to

the large discrepancy (mismatch) between what is perceived and what is real. In effect the most
serious personality disorders have undeveloped, rudimentary and partial internal representations,
meaning hat they have neorganized primordial attractdandscapes within the brain space.

This emphasizes the importance of assessing not only the content or configurational map of brain

organization but also to the level of development of these internal catjaniz



Lower organization levels of internal representations result in psychological attitudes and
complaints, which have been called "borderline personality organization". Higher organization
levels of internal representations show representationtgmnelevant attitudes and complaints.
Various levels of organizations on a spectrum of personality disturbances can be described.
Authors such as Kernberg and Kohut excelled in describing the consequences of rudimentary
partial immature object relatiomms the behavior of severe personality disorders. If the internal
representations cannot distinguish between representations of self in relation to others, then
experiencing attitudes toward others and self become fused with intergbjsetfdependency,

i.e., dependence of sadkperience on experience toward others. For example if the person in the
relationship is devaluated then worthlessness and self belittlement is experienced. Split
incomplete representations limit experience to the split repremgrstabusing the individual to

be blind to a whole integrated reality, and cause the individual to experience only partial extreme
aspects of it (i.e., atbr-nothing, idealizatioror-devaluation). This inability to integrate

experience toward oneself aathers is reflected in extreme unstable behaviours and attitudes,
oscillating between idealization of others (and self) and devaluating others and feeling worthless.

These unstable oscillating attitudes translate to unstable relationships in worls settirfgmily
frameworks causing incapacity to hold a job or career and maintain family or social
relationships. These dynamics constantly cause frustration in the constraints among activated
brain states and deoptimization shifts in the dominant braectay, accompanied by

continuous experience (emergent properties) of anxiety and depression (i.e., dysthimia mixed
anxiety and depression according to the DSM [Diagnostic and Statistical Manual of Mental
Disorders] diagnostic system for psychiatry).



PSYCHPATHOLOGY

Connectivity dynamics, disorganized psychosisegative signsand schizophrenia

As mentioned in the introduction, Meynert believed that the associations of an adult ego could be
temporarily or permanently weakened. He thought that certain conditions in the brain can

produce ego weakness resulting in psychotic states.

Meynert also metioned that certain toxic conditions also weaken associations, i.e., ego er brain
state organizations. An example is delirium that arises in demented patients from neuronal
damage with instability of brain connectivity. This is also evident in toxic tiondicaused by
psychoactive drugs that interfere with brain neuronal connectivity and neurotransmitter activity.

For example LSD creates psychotic experiences by altering neurotransmitter activity.

Although the causes of schizophrenia psychosis arelewmt, there is evidence pointing to the
assumption that schizophrenia is also a disorder of brain neuronal connectivity, or a

6di sconnection syndr ome Gomnedfthd easlycfindingssuppolting Fr i s
a disconnection syndrome for sabjghrenia psychosis are: (1) Principal component analysis of
PET data suggests that the normal inverse relationship between frontal and temporal activation
on a verbal fluency task is disturbed (they show weak positive correlation). This finding may
suggestisintegration between the two areas in schizophrenia patients (Frith et al. 1991). (2)
Studies with Functional MRI replicate these findings (Yurgelodd et al. 1995). (3) Subjects
imagining another person talking activate left inferior and left teaimartices (McGuire et al.

1995). Schizophrenia patients not suffering from hallucinations have the same activation pattern
as normal subjects. Schizophrenia patients suffering from hallucinations show a reduction in
activity of the left temporal cortexespite normal activation of the left inferior frontal region
(McGuire et al. 1993). (4) Phencyclidine (PCP) is a psychomimetic drug that induces
schizophrenidike symptoms (Allen and Young 1978). PCP is a potent inhibitor-ofdthy}D-



aspartate (NMDAplutamate receptors. Glutamate neurotransmission is the mainstay of the
excitatory corticecortical interactions (Friston and Frith 1995). (5) Reduced EEG coherency
between frontal and temporal electrodes are highly correlated with reality distortiorosysript
schizophrenia, suggesting disruption of fretemporal connectivity (Norman et al. 1997).

More recent findings that support the disconnection hypothesis involve EEG coherence task
locked to the delayesponse epochs of a working memory test. Zagdtirenia patients showed

less coherent activity during the delay period of the working memory task (Peled et al. 1999).
Previous work with gammeaomplexity also showed loosened cooperation in the anterior brain
regions of schizophrenic patients (Sait@letl998) and in acute neuroleptiaive firstepisode
schizophrenia patients. Dissociated complexity levels partially regressed, similar to premature
brains at an earlier, age were found in schizophrenia patients during a study of the

neurodevelopmentalpothesis of schizophrenia (Koukkou et al. 2000).

These findings started to indicate that rpaychosis resulor is an emergent property, from
global disintegration of the dominant brain organization, as this fswstem disconnection
fragments consous experience. The specific clinical patterns of psychosis relate to the different

neuronal subsystems which are affected.

As consciousness is a result of global brain connectivity organizalianshus conceivable that
disturbances to connectivity in the brain will fragment the hidgnegl consciousexperience

with sensations and concepts disconnected and statistically independeeafiootherThus
thoughts organized as interdependent orailractivations will become disconnectett
unconstrainegcausing the individual to suffer from loosening of associations. Since logic is

built on semantiintegratechetworkconceptslogical thinkingbecomesmpaired causing

biased erroneous ideasftom (delusions). With the spread of disconnectignamicdoosening

of associations in the form of disorddispeech is eviderindbiased erroneous conclusions

form. The hierarchal togglown processes mdecome overly active arabnstrain information

via top-down shifts and thus maintain and increase erroneous conceptualizations (delusions) by

damage to the errgarediction and correction processes.



Disconnectiordynamicsspreadingn the cortexcausesnore macrenetwork disintegratiothat

my cause ltire neuronal systems to disconnect from whole brain organization. For extraple
auditory cortex with its speedielated adjacent cortical network can become disconnected from
the brain with the emergeproperty ofexperiencingalking voices emerginffom the

disconnected brain systems while there is no real auditory input to the brain and regardless of
other brain systems such as the visual one. The experience of the patient in such a case will be

that of auditory complex hallucinations as is typicaschizophrenia.

The above description indicates how positive symptoms of functional psychosis are explained by
disconnection dyamics bothin general as well as hierarchal in the brain. This description is
supported by many papers in the literatingg discusslisconnection andmallworld

disturbances in psychotic and schizophrenic pati€yd et al., 2010 In addition,neuronal

network models simulating psychosis and schizophtidtegphenomenon support this notion

(Peled & Geva, 2000; GevaReled, 200

There is less literature about the probable opposing dynamics cfCowaectivity in the brain.

It is well known that increase of connectistmiengths in a network model causes the dynamic

activity of that model to constrain and even siips is typical of a fully connected Hopfield

Network (1982) that shows local minima dynamics of restricted activity halting at the attractor
locakminima. Other work showed (Geva & Peled, 200@t increasing connectivity dynamics

in network modelgonstraintheir activity to few attractors in spadate and alsor®ws

tendencytogp eat and get fAstucko in attractdrs. Thi ¢
thought process of negagrgigns schizophrenic deficient patients with their tendéocy

perseveratevhich is actually the activation of the few repeated activations in the mode|. Thus

the poverty of thought and presentations are naturally simulated bga@weectivity dynamics

in the brain models.

Another possible aspect Gver-connetivity relates to hierarchy because with fixated
connections the bottomp brain hierarchal organization is hampeigigherlevel construct
cannot be formed and this curtdiigherlevel hierarchal organizations in the brain also resulting

in Avolition, loss of motivatiopwhich is one of the more debilitating manifestations of negative



signs schizophrenia. In athe Overconnectivity dynamics in the brain can begin to expilae

negative anddeficient signs and symptoms of schizophrenia.

In a morerecent review bYD'Neill et al (2018) theprovide substantial evidence of widespread
restingstatefunctional connectivityabnormalities of the DMN, SN, and CEN in early psychosis;
particularly implicating DMN and SN disconnectivity as a core deficit tigug the
psychopathology of psychosis.

Schizophrenia iprobablyanfioscillatingd i s o stattieg with positive symptoms and
progressing ovetime to deficiencynegative signs and symptoms. Thus from the point of
connectivity conceptualizationgatients brains oscillate between disconnection and-over
connection dynamic#s the disease progresses the connectivity organization is progressively
damagedwith progression of negativ&ymptoms increasing owtime. Inavery general
mannerthe spectrunof schizophrenia phenomenology manifestations can-bemeeptualized

as disordersf brain-connectivity organization broken down to disconnection-@oemetion

and hierarcital top-down and bottorup disturbances.

Networks stability perturbations, anxiety and phobia

In order to analyze the emergent phenomena of anxietpweck taefer to the idea of

constraints among brain units (and states) caused by connectivity and mentioned above. In a

s y st ®aom n d signifies noastraint and the fact that different parts are not independent.

The knowledge of one part allows the determination of features of the other parts. A gas where
the position of any gas molecule is completely independent of the position ofi¢neratiecules

is an example of disconnection leading to disorder and chaos. An example of connection leading
to fixed order is a perfect crystal, where the position of a molecule is determined by the positions

of theneighboringmolecules to which it isdund.



AMul ti ple constraint satisfactiono accounts f
system. If the value of the connectistiength between the brain units is substantial, then the
constraint of the activity in one brain unit on the atyivm the other brain unit is substantial.

Conversely, if the strength of the connection is small, then the activity in a brain unit will be less
constrained by the activity in the relevant brain unit. In the brain with numerous interconnected

brain units,each brain unit simultaneously influences (i.e., constrains) several other brain units,

thus the activity of each brain unit is a result of multiple parallel constraints.

When the activity of a brain unit satisfies the input exerted on it by the othesated brain

units it, it achieves multiple constraint satisfaction. If the activities of all the units in the system
achieve multiple constraint satisfactions then the system as a whole optimizes multiple constraint

satisfaction.

Wheneverconstraigat i sfaction in the brain tends to be
connection between the elements in the brain occurs. Frustration indicates that connections are
only slightly unsatisfied and i mpliesembatoth
with the multiple connections among them. The elements in such a system will change their

states (i.e., values) in an attempt to reach full satisfaction of the constraints, and continue to

change as long as frustration of constraints charactehees/stem.

Since the brain is a dynamic system (Globus 1992), once connections are satisfied, the system
has already changed and a new set of constraints needs satisfaction. As such, a certain degree of
ongoing frustration is typical to the system o tiominant dynamic state. If the frustration of

the constraints increases, the dynamic process of constadiisfiaction increases, causing the
elements to change their states more abruptly. If the frustration of constraint increases even

more, surpassintipe dynamic ability of the elements to change their states, a "danger" of

breakdown threatens the connections.

Since the dynamic dominant brain trajectory results from a massive connectivity structure,
mul tiple constraint Mmanyinectonsiinahe braircsgstem,faisdgor e a d 0

some extent be fAabsorbedod by the interconnect



absorbing the frustrations of the constraints maintains the stability of the global integration

within the dominanbrain state.

It is suggested that whenever the degree of frustrations applied to the multiple connectivity of the
system exceeds the | evel at which it can be a
rupture to the connections becomes immindt this level of disturbance, elements in the

system change rapidly in a Adesperateo attemp
anxiety is the emergent property from this type of instability in the neural systems especially in

those neral systems that are involved in global formations such as transmodal processing

systems of the dynamic dominant brain state.

This model can explain possible relations between conflicting ideas, actions or motivations and
anxiety. Let us assume that a ptation of neurons processes certain information assuming an
activation pattern relevant to that information. During the information processing constraints
among neuronal ensembles become satisfied toward the relevant infordegendent pattern

of activity. Now imagine that another set of information is applied simultaneously to the system.
However, the new information contradicts the original information pushing the system to an
opposing configuration in comparison to the original information patt&éhesresult is that units

in the system are simultaneously constrained
Opposing patterns of activated units disturb the process of constraint satisfaction that takes place
in the system and causes augmentestfation to the constraint satisfaction processes among

units in the system.

Assuming that anxiety is an emergent property of constraint frustration in the system, it is
comprehensible that conflicting information processing increases the sensatiaetf. an
Conflicting information processing involves experiencing opposing stimuli and confronting
opposing actions in decisianaking. In effect, our environment as well as our brain system is
dynamically changing to provide continuous frustration of cairgs in our brain system, thus
allowing for a continuous physiological lfeng level of anxiety to characterize our psychic

awareness.



From the above we can learn thatironal networks in constant flux aftivationinhibition and
reconfiguration areonstantly changingnd arehus unstable. Stability is perturbed by the
stimulated activity from t he ethatcharactermeent and
neuronal networks activities. These are stabilized by the slightly longer plashieifiReactive

Plasticityo ,  w hréspohsiblidas maintainng the constrairsamong working networks and

their elements-rustration of constraints implies that the elements of the systemiraotally

wheninfi d i s a g rwéttetmeennltipleé connections amotigem. The elements in such a

system will change their states (i.e., values) in an attempt to reach full satisfaction of the
constraints, andill continue to change as long as frustration of constraints characterizes the

system.

Since the brain is a dynamic system (Globus, 1992), once connections are satisfied, the system

has already changed and a new set of constraigtsressatisfaction. As such, a certain degree

of ongoing frustration is typical to the system of the dynatare. If the frustration of the

constraints increases, the dynamic process of conssatistaction increases, causing the

elements to change their states more abruptly. If the frustration of constraint increases even

more, surpassing the dynamic abilityf t he el ement s t o change thei
breakdown threatens the connections. Since the dynamic core has a massive connectivity
structure, multiple constraint frustrations ¢
systemandtosomed ent be fAabsorbedo by the interconne
process of absorbing the frustrations of the constraints maintains the stability of the global

integration within the dynamic core.

Whenever the degree of frustrations applied tanib#iple connectivity of the system exceeds

the | evel where it can be absorbed, the syste
connections becomes prominent. At this level of disturbance, elements in the system change
rapidly i 0D atfidemppetateati sfy their codinectio
this type of instability in the neural systeraspecially in those neural systems that are involved

in global formations such as transmodal processing systems of the dynamic core.



The fact that Radive Plasticity when perturbed generates anxéefyportghe fact thatload of

cognitive demands and prolonged cognitive efforts are typically accompanied by sensidioxiety.

The networks that are stabilizing brain connectivity typically those of slwor plasticity, i/e/, the DN and the
DMN are typically perturbsted more thsn usual when anxiety ocurres, this has been recently confirmed by
a review maddy Van Oort (2017) he founthatthe acute stress response is consistently

associated with both increased activity and connectivity in the salience network (SN) and also
with increased activity in théefaultmodenetwork (DMN), These results confirm earlier

findings of an essentiatoordinating role of the SN in the acute stress response and indicate a

dynamic role of the DMNand are in line with the Neuroanalytic theory.

Optimization dynamics of internal configurations and mood

We have already described that adaptation is related to "optimization" in dynamic systems.
Optimization is typically defined as the ability of a system to evolve until it approaches a critical
point and then maintain itself at that poifita particulardynamic structure is optimal for the
system, and the current configuration is too static, then the more changeable configuration will
be more successfulf the system is currently too changeable, then the more static mutation will
be selectedThus, he system can adapt in both directions to converge on the optimal dynamic

characteristics.

In complex systems the dynamics of constraint satisfaction among the units is in continuous flux
and can proceed in two directions; 1) optimization, when moreredmtstbecome satisfied over

time; and 2) deoptimization, when fewer constraints are satisfied over time.



Previously, we assumed that the emergent property of anxiety results from constraint
frustrations; now let us assume that depression is the emergeerty whenever brain state

dynamics is subjected to deoptimization.

Deoptimization shifts in the brain system could be triggered by the alterations of the neural

substrate itself (i.e., neurohormonal and neurotransmitter activity). Probably theneasmo
neurotransmitter directly alter the transfer functions of the neurons, or their connectivity patterns,

and directly alter the spactate topology of the internal configurations. In this manner,
configurations that wer ebe deopormizedtrighesinga opt i mi z ed

deoptimization shift that induces a depressed mood.

To support the idea of neural network alterations in mood disorders there is growing evidence in
recent studies that ardepression treatment is actually related to plégtamd connectivity of
neurons in hippocampal and prefrontal brain regions (Laifenfeld et al; 2002; Maniji et al. 2003,
Coyle and Duman 2003). Recent research into depression has focused on the involvement of
long-term intracellular processes, leading bmarmal neuronal plasticity in brains of depressed
patients, and reversed by antidepressant treatment (Laifenfeld et al. 2002). There is growing
evidence from neuroimaging and postmortem studies that severe mood disorders, which have
traditionally been careptualized as neurochemical disorders, are associated with impairments of
structural plasticity and cellular resilience (Maniji et al 2003). Postmortem and brain imaging
studies have revealed structural changes and cell loss in dortltio regions of tie brain in

bipolar disorder and major depression (Coyle and Duman 2003).

In extremely stressful events, such as grief, or calamity, the external constellation of life events
changes dramatically. The change typically in
stimulations are lost) these are the information patthatsepresent the lost person or the lost
factor. I n other words, a | oss of a significa
without the Aregular o usual environment al i np
Certain configuratins that were normally optimized by usual environmental inputs will now

suffer the loss of the optimization dynamics and will be deoptimized. This deoptimization can be

enhanced by loss of connecting spines and marked pruning of dendrite arbores. Widespread



deoptimization of many internal representations could shift the dynamics of the dominant system

trajectory toward deoptimization and trigger the emergent property of a depressed mood.

The optimization dynamics can yalos ospladiceyl §scr i b
continually shape the internal memorike slower adaptive plasticity makes them become
permanent.The fast Hebbian dynamics caused by calcium flux and synchronized electrical ion
channels activation potentialsith repeatedexperiences, training, and skill acquisitions depend

on longer processes of Hebbian dynanticat of actual structural plasticity with generation of

new synapse pathways and even neurons. These processes take plaescaleésnef days to

weeks and aas adaptation mechanisio the changing fluctuating environmental occurrences.

The actual experience embedded as memories forms internakenggirens of the active

external world.

As already mentioned abovEgnoni and colleagues introduced a stat@tmeasure, called
fMatchingComplexity06 whi c h r e f | eantestivityobserved whamagqeurali n

system receives sensory input (Tononi etl#®196). Through computer simulations, they showed
that when the synaptic connectivity of a simplifeatical area is randomly organizedatching
Complexity is low and the functional connectivity does not fit the statistical structure of the
sensory input. If, however, the synaptic connectivity is modified and the functional connectivity

is altered so it many intrinsic correlations are strongly activated by the ilpatching

Complexity increases. They also demonstrated that once a repertoire of intrinsic correlations has
been selected which adaptively matches the statistical structure of the sepagrihat

repertoire becomes critical to the way in which the brain categorizes individual stimuli (i.e.,

perceives stimuli).

Thus, the internal representations embedded as statisticallymmgtcihing patterns are
continuously altered by the configuat of external influences. Once altered, the consecutive
i nputs are Ainterpretedo by t(deeRogersforganigmicy al t e

evaluatiorbelow).



Recently the fact that adaptive plasticity involves the interactions of the SN and the DMN have
been confirmed by a review froMulders etal 2015 where they finshcreased connectivity

within the anteriodefault modenetwork, increased connectivity be®vethe salience network

and the anteriodefaultmodenetworkandchanged connectivity between the anterior and
posteriordefaultmodenetwork. All indicating connectivity formations in the DMN related to the

SN activity just as predicted by the neuroaseyapproach.

Psychoanalytic formulationsinternal configurations, representations and personality

disorders

The emergent property of consciousness is relevant to many insights including psychoanalytic
insights generated by Freud and later some dbli@vers.

Combining Baarsodé6 theory with notionsmaéput hi
in the brainit is reasonable to consider that lower level partial processes in the nervous system
interact to form higher level neural global ongaations. In addition, the idea of internal
consistency in global formations captures the basic notion of multiple constraint organization. It
is assumed that the dynamic activity of partial processes demonstrate both hierarchical and
multiple constrainbrganizations. For example, once the partial process forms part of the global
organization it is interconnected with all the other processes (i.e. is broadcast globally). Thus, it
contributes to, or influences, the global organization by virtue of itsemioms, i.e., by exerting

its output through the connections to the rest of the system. On the other hand, because it is a
multiple constraint system, many other processes will constrain its ativibyigh the
connections)lt can be concludethat fram the information processing perspective, the
information delivered by partial processes concurrently influences and is influenced by the

global message.

Due to internal consistency, if the information structure (i.e., activation pattern) of the partial
process fAcontradictso (i.e., mar kedl y di ffers

gl obal formation, the partial process will h a



global process. This is due to the multiple constraints betieepartial process and the global
formation, which will not be satisfied in such a situati@iobal formations are higher leved$

organization (from the hierarchical perspectiig)us,by constraining partial processes that are

most likely of lowerevels, topdown control blocks access of partial processes to global
formation (i .e., Arepressiono). Parti al proce
the bottomup procedureA balance between botteap and topdawn processebenbecomes

crucial for the contents that reach global formations and consciousness.

The first concepts introduced by Freud in his topograptudelwere related to the levels of
consciousnes$Ve now have the tools to define his descriptionafscious, uconscious, and
subconscious as levelsiotegration that partial processes achieve to form glotgslnizations.
Conscious awareness is the propertglobal formations. Unconscious information is presented
aspartial processes that do rmmmntribute tahe globalorganizations. The subconscious is
characterized bthose processes that are aboutdntribute tg or dropout of, the global
formations.In thestructural modelp s y c hi ¢ f ¢ o masthetegonandidsvére s u c h
conceived. The ego is des@ihas developing fromvhatwasinitially the id in the infant.The id

is described as a disorganized system where cormeptisconnected or dissociated in every
A st r possipke way. Freud named this form of inconsistdipcymary thought process

From the system point of viedescribed so far, primary thinking can be conceptuabzeal
feature of a system without internal consistencyinoother words, where multiple constraints
are not satisfiedl'his enables conflicting ideations to coexist andcept formations that do not
make any sense to predomin&alogical evidence shows that in infants, synaptianectivity

is just beginning to develofhus the biological neural correlate at this phase of development
cannot support the needeiltiple constraints organizatidhat forms the basis of ordered
mental activity Ego development involves the formationasfecondary thought proce&shis
process is described by Freud asrtbanal thinking that characterizes each one of ustHar
words, secondary thinking emerges from multgastraint satisfaction organization of the
neural systemand in fact, synaptic connectivity fully matures from infateydulthood. By
introducing the concept of supereoeud suggested what were latebe developed asternal
representations of social and interpersamains. This line of thinking gave the ego (i.e., its

superego portion) not onthe scope of organizing the disordered id processes/dmithe entire



responsibility of representingnd adaptingp, psychosocial realityntroduction of thedynamic
modeladded the interplag mong t he psychic compDefensenent s of F
mechanism&are probably the most described dynamic factors in this model. Accaading

Freud, the egmakes use of an unconscious domain of mental ac{altp referred to as id)

into which undesirable drives aidkas are repressdiRepressioahas been described as the

ment al mechani sm t hat A dgramathedngrusiontolmagleqoaterarsic i o u s
intolerableideas or drives. Repression keeps them unconsdtoeisd indicated that the

intruding ideas and drives frothe unconscious actually threaten ego integrity.

Basedon the formulation described so far, repression cae-benceptialized as the dynamics

of participating, as weks nonpatrticipating, processes in the global formatimatssupport

conscious phenomena. Partial processedthabt gain access to the global process remain
unconsciougi.e., repressedBecause of thenultiple constraints that charactergiebal

organizations, certain partial processes may encodifieultiesin accessing the global

formations. Thigs especially true if the partial processes carry informdtanis entirely

removed from, or cordictory to, globaimessagedased orthese assumptions it is possile
conceivethat information comprised @bntradictoryand unfitting messages (i.e., partial

patterns that do natatisfy the constraints of global patternsl) be denied acceds the global
organizationlIn fact, Freuddescribed repressed contents as conflicting topiasioearable

i deas. H e r erefersitanforin&tian(ofthe Ipagtial process) that is removed from (i.e.,
unfitting with) the information presented by thebalformation.The unbearable partial process

cannot be incorporatedto the general message without damaging its intexmagistency (i.e.,

its multiple constraint satisfactiarganization) and thereforeis bound to be excluded. For

example, to another of a newborn baby, the ideakling her baby extremely contradgthe
normalloving and caring state of mind typical of a new motlfanadequate partial processes
somehow gain accessttte global organization, they are inclinedd@stabilizeor even disrupt

it. If many conflicting and disrupting procesggsn access to the global formation, émtire

global message may be destroyed and the neural sgspeesenting it is bound to destabilize.

Indeed, the typesf thoughtsthati v ol ve ki |l I i ng o nemérgeinmenialtyor n b al
disturbed patients. It is thus conaeathreateimg tothe integrity of global organizations and the
actualstability of neural systems. This description confotme Fr eudds noyi on of

being threatenely repressed mental processes of conflicting ideasives.Occasionally,



inadequate partial processesmaygmncess t o the gl obal origmani zat

order to accommodate the global pattern. For exarnmptapral ideation is contradictory to the
dominatingcontent of a moralistic conscious awareness. Transforthengish to behave in an
immoral way into moralisticdeation may accommodate the dominating global organizatian
puritanical message. This type of séormationis known in the psychoanalytic literature as
fireaction formatior® Another transformation of unbearaliieation is known a@isolationo

Here the ideation is nexcluded from awareness, but certain relevant partsaoé it

Aneut r al ipare dreioconpétiblatiethe rest of the conscious message. The partial
process is included in the conscious awareness otihe textent that it is removed from certain
contents of theonscious awareness (i.e., isolated). If isolation inotigh ¢ satisfy the
constraints of global formationhendissociationrmight occur, and certain contents of
awareness will thus be ignored or experienced as indepentttonrelated. The transformations
describechbove are needed in order to protect the gltavadationfrom being disrupted by

contradicting partial processes.

Thereforeit is conceivable that these transformations justifytermfidefense mechanist

They protect the globdbrmations and prevent destabilization of multiptestraint activig in

the neural system. From the biologipalint of reference, this may translate into destabilization
of the interrelations between groups of neurartsch presumably has direct neuropathological
outcomes on transmitteeceptor activity.

Thepsychologist Carl Rogefd965)suggested that tHeest vantage point for understanding
behaviorisfroman Ai nt ernal frame of r eHe ealledthisfeame o f
of reference th@éexperiential field) andit encompasses the privat®rld of the individual.

Neurosciencéeaches us that experience dependent plastiggtes nt er n a | Amaps
information. One of thenore famous examples is the homunculus of sensorynaiar
representations spread over the cordest aghe homunculus is probably formed from the
strengthening of synaptic pathwaye., Hebbian dynamics)he experiential field probably

results from experienegependent plasticity in tHarain. In terms of spacstate formulation
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(see aboveXheexperientiaffield can be conceptualized as a configuratioatthictor systems in

the brain.

AccordingtoRoger s, for g adsitherme c¢h @&rviad maliy omhi ch a fAma
internal configurationpf the experiential fielgherceiveghe psychadgical events of everyday

life. Using theformulation ofstatespace for internal representations, organismaluation can

be reconceptualized as convergence iroactivation of, relevant experiendependent
attractorconfigurations of the internahap. If the incoming experienceidentical to the

previous internal representatiohthat experience, no change will occur éimel map of internal
representation will activate familipast experiences. On the other hand, if the new expeiigence

slightly different from thepreviousexperiencethiswi | | be enough to fireshaj
map and addttractor systems to the internal configurati@ativation of the internal map

organizes the incomirgtimuli into a meaningful perception. The newplrceivedexperience is

meaningful when it relates to tipeevious experience already embedded in this map.ighis

circular process in which the map of internal representationltaneouslynfluences,andis

influencedby the incoming stimuli. In otlravords, the braisustains a map of internal

representations that is continuousfydated through interactions with the environment.

Thistype of interaction between intermapresentations and perception of environmental stimuli

has been referred to esntextsensitive processes (Tononi et al 1994). Owindpi®interaction,

internal representatiortan be viewed as approximated models of reality.rkasonable to

assume that a 0go o depmesritatidnd{ohe psychosoeiat worldhdnd r n a |
external psychosocial situations will enable efficietéptive interpersonal relationships. On the
otherhanda fAmi smatcho bet ween t hevorldangdthdirineroat i al e v e
represent at i boththemergeptivrdamd the hehavioral responses ohttiadual.

The concept of matching complexisee abovke further indicates that mismatch wile related

to reduced neural complexity in the relevaatiral systems and thus will be responsible foremor

adaptatiorproblems on the newrwomputational level.

The process of creating the specific maps of attractofiguration in different individuals

dependseavily on the backgrourekperiencesf the individual. Thelevelopmental



experiencedependenprocesses responsilite the formation of internal representations of

contextmay i nvolve devi at i onagafinternabrepresehtaions meededrioa | it
Aregul ar o fyundighcThesesdeviaiioasimay form internal representatiaare

greatly removed from psychosocrehliies A large mismatch between internal representations

and environmental reality is likely to provollestortions that lead to disturbances in perceiving

and reacting to the environment (such as personalibydbss).

To a certain extent, incoming information from environmestiahuli maye conceptualized as
partialprocesses competing to gain access to global organizaficnsscious awareness. A
large mismatch betwedhe internal map of representatiamdahe pattern aénvironmental
stimuli is likely to create the same difficultidgat conflicting partial processes may encounter
when trying to gain access to global organizations of consewagenesgsee above)This
mismatch may distort the incomimgformation similar to the way unfittingartial processes that
attempt to access the global workspaedistorted; they have to be transformed befueg can

participate in the dominant message of conscauereness.

A good example of this distoatn is seen in the phenomenaiitiransferenc® Transference is
regarded as aattitude toward an event or individual that is basegrenious experience with
similar events or people thiatnot congruent with the current situatidmus, thencoming

stimuli from the psychosocial event are distoted A f i t 6 t he i nternal repi
eventsalready dominating the global processes in cons@aa@seness. Since incoming

i nf or mat i o n byiinternd repreadntatians, ert gince theséoamed by experience,

it is only natural that many of thgerceptons we have are related to pagperience When a

set of stimuli of a new psychosocial event entieessystem and causes it to converge to a set of
attractorghat represents similar giaexperiencg that set of attractoractivates the past
experience in the global organizatidminging it toa conscious level. The conscious awareness
regarding the individual or event that provoked titiscess will be perceived in many
connotations @ibeingthe pastexperience. If there is a substantial mismdtetween the internal
representations and the actual psychologieaht, the transference (i.e., the perceptiopeas

experience) may distort the perception of that psychologicait.



Matching complexity may be the futuneathematical tool that will predict to what extent
transference s | i kel y t o d e tSemetimesthre sebaf endrenmeéntalstémuli io r .
so removedrom any context of internal representation tihat totally unperceived by the

individual. This is defineih psychodynamic terms &denialo

Considering the above, we can redefine the process of developing personality traits and

maturation as a libong process of Adaptive Plasticity, which graduatigarporates the

experiences of an individual (i.e., experiefi@pendenplasticity) to create memories

dependent internal representations. Such internal representations incorporated by Hebbian
dynamics can be also defined as internal objects. They rapreseonly the physical

environment but also complex presentations of peoples' attitudes and behaviors; our self
representations (setibjects) and the relationships formed among others and ourselves. This past
psychosocial experience once internalizethenform of internaimaps becomes the point of

reference for our understanding and familiarity, and thus serves as an evatugbion

(Aorgani smic mapo according to Rogers (1965))

how we perceive and react psyshoially, and will determine our personality styles.

Distortions, immaturity and biases in developmental plasticity will cause maladaptive constant
predictable pervasive behavioral problems typical to those suffering from personality disorders.
In short,personality disorders are disorders to developmental plasticity networks.



BRAIN PROFILING

ABrain Profiling:0 Translating phenomol ogy to

Brain Profiling is the diagnostic process based on neuroanalysis. Brain Profiling is the etiological
diagnostic formulation for mentalisorders making the daunting conceptual leap of defining
mental disorders as brain disorders. Etreyugh theoreticaBrain Profiling is a reasonable
estimation of genuineness based on the fact that it was developed built on empiricavipaer
literature, and more than two decades of associating neurocomputational conceptualization with

that of neuroscience and clinidiberature.

Based on the previous chapters, Neuroanalytic theory for psychiatry is rather straightforward. It
is based on the assumption that ment al di sor d

brain network dynamics.

Emergentprper ti es are typically defined by the st a
of its partso. Thi s i s -lineaurgeractiogrelersepts. The ms c har
emergent properties evolving from the complexity of the brain are phenomenas

consciousness, mood and personality. One neuron, or even a large group of neurons, do not show
characteristics such as consciousness, mood and personality. However the whole brain

integrative activity does. Thus, in disturbances to consciousnees, and personality, we

assume that whole brain organization will be influenced. Different phenomenological

manifestations of mental disorders are caused by different types of neuronal network

Abreakdownodo patterns.

To recapitulate and condense the Neuabart process for Brain Profiling diagnosis of mental
disorders in this chapter we shall translate the phenomenology of psychiatric disorders as
follows:

1) Psychosis and schizophrenia

2) Negative signs and deficiency



3) Mood and Anxiety
4) Personality disorders
Into the three major braiarganizational disturbances:
1) Brain arrhythmias (network connectivity hierarchy and topological configurations),
2) Brain Dynamics (plasticity timescales),
3) Brain Anatomy (networks hubs)
But first we shall give a brief desption of the healthy optimal brain.

The optimal brain.

However before we discuss the altered deficient and perturbed brain we shall briefly describe the
optimal (healthy) brain. Anatomically the optimal brain is organized as vast neuronal network

spraad in the brain and each instant the brain assumes a highly hierarchicabveioleptimal
configuration. The brain is very dynamic and the major organizational configuration takes the

form of the Central Executive Network (CEN) the Salience Network é®id)the DefauiMode

Net wor k (DMN) with their relevant hubs actin

activity is optimized.

All networks obey the nonlinear, hierarchal connectivity and Hebbian-svoddl connectivity
ensembles these caa been as the brain normal rhythmic (comparison with the optimal cardiac
rhythmic activity) which can be later compared to pathology of brain arrhythmia (equivalent to

cardiac arrhythmia causing cardiac iliness).

Networks connect (synchronize activity) too compute cognition, use hierarchy to achieve

abstraction and predictions, and change structures for permanent stable configurations.

The millisecond range interactions of synchronized neuronal network acteitgeafast
plasticity interactions, typically activated within the CEN. The adaptive optimization of error

prediction and adaptation to the changing environmental stimuli is on a longesctaheethat of



days and weeks, it is relevant to the activityhaf SN that orients externaliglevant events of

the CEN, to the internally oriented configurations of the DMN.

Finally the continually repeated experiences coded by the CEN are embedded by Hebbian
dynamics into the configuration of the DMN creatingfeldng plasticity process which embeds
experiences into attractoformations, thus creating the internal models of experience, or as

object relationship psychologists cal/l it, th

seen as iatéengl, imhpshomuncul us) wused to rep
optimally acting upon those environments. Good match of internal models to their corresponding
realities offers an optimal good action within those environments, one which is bétieficia

good optimal brain function. Figure 3 schematizes the optimal brain networks anatomy, plasticity
and function.

Figure 3
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These network systems and their dynamics evolve gradually with neuronal and psychological
maturation. The DMN matures by dvimg into a weltorganized smafvorld network
organization (Meng LXiang 2016). The organizing forces probably emerge from stabilization of

networks as to specialize in optimal coping and interaction with the dynamic environments.



The environment othie normal child is relatively stable as the family organization and
upbringing carries stability and repeatability of {deents and consistent education. The
structured environmental stimuli offer the basis for proper Hebbian dynamics which allows the
organization of the DMN and its stabilizing effects on the CEN via the action of an effective SN.

As is evident from disturbance to developmental processes (personality disorder below) if
networks do not mature into stable dynamic smalid optimal orgaraations the entire brain
optimization may collapse creating various patterns of disorganization making the individual

prone to various manifestations of mental disorders.

Networks can also become perturbed and malfunctioning due to multiple reasaing; fstan
structural neuronal malfunctions, via functional organizational neuronal discoordination (i.e.,
arrhythmias) up to perturbating stimuli from harsh environmental occurrences. The combination
of these are relevant and often the rule, especiallywwhbeurring during developmental

processes.

Here we describe each major type of disturbance and relating to the 1) brain arrhythmias, 2)

dynamics and 3) anatomy

Psychosis and Schizophrenia

As evident from the studies cited above disconnectidmeisidlimark of psychosis dating back to
Theodor Meynertodos writing in 18 hundred. 1In
smallworld organization as to create changes in clustering coefficient angh&thgyay with

reduced hub connectivity altogetr@using the network organization to disintegrate with
emergence of fragmented conscious manifestations. Disconnecting the auditory cortex from
visual and other brain systems causes auditory hallucinations. Disintegrated conceptual semantic
networks resulin loosening of associations. Behavior is erratic and disorganized, abstraction is
lost logic (which is based on conceptual association) is disturbed, in total the phenomenology of

functional psychosis arises from the disconnection dynamics.



Disconnedbn applies also to interactions among networks with altered higher level organization
of concepts at the DMN. Hierarchy disconnectivity may bias incoming experiences via possible
top-down distortion, this will cause delusions which can be of differanet lef organization,

from systemized delusions to fragmented delusions. In all, it is presumed that the entire spectrum
of functional psychotic manifestations can be explained by disconnection dynamics, general and

hierarchal.

Since the psychotic mangtation afflicts conscious cognitive processes which act in the realm of
the millisecond range they involve the fast millisecond range plasticity that anatomically relats to
the CEN. Thus one can conclude that psychosis is a result of CEN disconnection and
fragmentation in the fast (millisecond range) plasticity. In other words the brain arrhythmia is the
ADi sconnectiono, brain dynamics is the fast

connection to other network organizations.

Negative signs and deficiency

When elements in a system oxgemnect they constrain eaokhers activity limiting the entire
dynamics of a system. Reactivating each other via increase connectivity dynamics the system
becomes repetitive and tends to feessuming local minima attractor states. The space of the
system limits into few attractestates reducing all possible states that the system can assume (see

above statspace dynamics).

This description is typically relevant to the description of tiggaigns in schizophrenia. The
patients become perseverative repeating the same concepts over and over again; the thought is

constricted to few concepts with emergence of poverty of thought and speech.

Such Overconnectivity hampers hierarchical orgaton as highelevel formations are

damaged, and also connections to other hitghaxl networks can become hampered.



Hierarchical insufficiency ensues with disturbances to the emepgepérties of motivation and

volition thought to arise from the higstehierarchal formations of the brain.

Thus 6Overconnectivity Dynamics6é6 and OHierarc
negative signs of schizophrenia. Plasticity wise, they also occur in the fast plasticity range of the
CEN thus when formulatesis brain arrhythmias, dynamics and anatomy they involve,

Overconnectivity, FadPlasticity and the CEN correspondently.

Mood and Anxiety

The environmental interactions and experiences computed by the activity of the CEN are
continually embedded inthi¢ configurational experienaependent developmenalasticity of

the DMN. This is achieved via the adaptive plasticity processes (wae§s plasticity) of the

SN (Figure 3). This process of adaptive plasticity is described by theeReegy (Delta
reduction) theory of Karl Friston (Almgren et al 2018) where the brain acts as error reduction
machine, in the sense that it continually predicts and ass&sses between internal
configuration and environmental occurrences and acts to minimize thg, ¢ acting as free
energy, or delta (differences) reduction. Such process has also been described (above) as
matching complexity explaining how internal representations are formed by experience

dependent Hebbian dynamics.

The process of error, fremergy reduction and matchiegmplexity all optimize internal
configurations, and give raise to the emergent property of satisfaction, mood elation and
antidepressant sensations. If mismatch between occurrences in the environment and the internal
configurations occurs, then free energy increases and deoptimization dynamics becomes

dominant with the emergent property of depressed mood.

Elaborating in optimization dynamics, it is evident thabgémization dynamics will result
from two factors (or theicombination): 1) that of reduced plasticity of the neuronal network and
2) large fluctuating alternations of the external environmental occurrences. Reduced adaptive

plasticity may occur because of neuronal factors such as neurotransmitter alterati@mas, ne



hormonal factors and any atropmgducing biological factors. This will cause the adaptive
plasticity to slowdown and relative to the continually changing environment, the free energy

will increase Deoptimization will occur and depressed mood willezge.

On the other hand adaptive plasticity can also be altered by major alterations in the environment
(stresses, i.e., any stress is characterized by alterations in the environment) such alterations that
depart from the internakpresentations natuhaincrease the delta between internal
representations and external events causing the emergence of depressed mood.

It is thus evident that both Areactive depres
Depressionodo can b dofepknpzaten dynardics.bljus forrexamptepifdae

elderly patient with brain atrophy and reduced brain plasticity is institutionalized, alerting his
environmental habitation of external environment, it is predicted thaefrergy will increase

both byaltering the environment as well as by atrophy and redplzesdicity explaining why

depression is typically characteristic in such cases.

With such description it is not surprising that alterations of the SN and the DMN were found to
be involved in depession (Mulders et al 2015). Using the brain arrhythmias, dynamics and
anatomy formulations mood is related to matching (reduction ofeineegy dynamics),

plasticity that is in the adaptive slow (days to weeks) range of the SN and the DMN.

As already mentioned above neuronal networks in constant flux of activation inhibition and
reconfiguration are constantly changing and are thus unstable. Stability is perturbed by the
stimulated activity from t he ethatcharactermee nt and
neur onal net works activities. These are stabi
Pl asticityodo, which is responsible for maintai
their elementskrustration of constraintsnplies that the elements of the system act minimally

when in fidi sagreemento with the multiple conn
system will change their states (i.e., values) in an attempt to reach full satisfaction of the

constraints, and witontinue to change as long as frustration of constraints characterizes the

system.



As already mentioned above, since the brain is a dynamic system (Globus, 1992), once

connections are satisfied, the system has already changed and a new set oftsaesfuaies

satisfaction. As such, a certain degree of ongoing frustration is typical to the system of the

dynamic core. If the frustration of the constraints increases, the dynamic process of censtraint
satisfaction increases, causing the elements tayehtieir states more abruptly. If the frustration

of constraint increases even more, surpassing the dynamic ability of the elements to change their
states, a O06dangerd6 of breakdown threatens the
connectivityst ruct ure, mul tiple constraint frustrat:i
cluster system and to some extent be fAabsorbe
This process of absorbing the frustrations of the constraints maintaistathlity of the global

integration within the dynamic core.

Whenever the degree of frustrations applied to the multiple connectivity of the system exceeds
the | evel where it can be absorbed, the syste
connections becomes prominent. At this level of disturbance, elements in the system change
rapidly in a Adesperateodo attempt to satisfy t
this type of instability in the neural systems, especially isghweural systems that are involved

in global formations such as transmodal processing systems of the dynamic core.

The fact that Reactive Plasticity when perturbed generates anxiety supports the fact that a load of
cognitive demands and prolongeagnitive efforts are typically accompanied by sensations of
anxiety. Using the brain arrhythmias, dynamics and anatomy formulations anxiety is related to
fast reactive plasticity that involves the activity of all networks CEN, SN and the DMN.

Personaliy disorders

As mentioned above, the process of adaptive plasticity acts to embed the experiencagopicked

by the fasiplasticity of the CEN, into stable memories and internal representations of experience

which later, once formed, act as navigatorge@mal maps) of action and behaviors acting in the



worl dés complicated environment al mani festat.i

lifetime. Actually the personality styles of each individual result from the total experiences that

shaped the ay he perceives and react to the environments and their psychosocial manifestations.

If upbringing is disturbed and the individual grows in unstable erratic reality, (this is typically
broken turmoil homes), Hebbian assemblies do not form, internabespiations are deficient
partly-matured and unstable, the entire interc@ifiguration of the DMN cannot develop

properly. Such maturation of the DMN and its internal presentations is a source ofwndinle
instability. First the alterations of the intai repetitions frequently fail to adapt to the
environmental occurrences with the emergence of depression due to deoptimization dynamics.
Second, the instability distributed in the networks can result in anxious mood. Finally if
instability is extreme, itan fragment networks causing the emergence of psychotic symptoms.
In fact, the clinical manifestations of those defined as suffering from personality disorders are

anxiety, depression and brief transient psychosis.

The interplay between activity of GEfastplasticity cognition and consciousness, and DMN
developmental slow stable plasticity with its interrggiresentations, has been detailed above,
and related to psychoanalytic conceptualizations of defense mechanisms ancetdijeaship
psycholog. These indicate that the psycholdgplogy divide is not real and that experience
dependent therapies such ag psychotherapeutic interventions are not less biological than any

other intervention in the brain, e.g., medications.

To reformulate person&} disorders in the concise conceptual framework of brain arrhythmias,
dynamics and anatomy, we can assume that they result from immature, unstable-attractor
configurations as the fundamental arrhythmia, which afflicts thddiig developmental

plasticty, and is located in the distributed DMN of the brain.

Table 1 summarizes the brain arrhythmias, dynamics and anatomy of the various mental

disorders.

Brain arrhythmias Brain Dynamics Brain




Anatomy
Psychosis and Disconnection dynamics general and| Fast millisecondange CEN
schizophrenia hierarchal plasticity
Negative signs and Overconnection dynamics general arf Fast milliseconerange CEN
deficiency hierarchal plasticity
Anxiety Instability of connections (constraints| Fast minutesange CEN
frustration) plasticity SN
DMN
Mood Optimization of matching and Free | Slow days, weeksange SN
energy alterations plasticity DMN
Personality disorders Attractor internal configurations and | Lifelong developmental DMN
maturation plasticity

Figure 4 schematizes the networks and the related psychopathology.
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Thebrain profiling diagnostic framework for psychiatry can be formulated as translational

schema that can act also as a documentation form or computer program (figure 6).




Figure6

Negative PD
Psychosis  signs Anxiety Phobia Depression Mania PD low

Marked y——

Moderate

Mild
Non
Disconnectivity over- Constraint C i Deoptimizati optimizati DMN DMN
connectivity  frustration frustration Distorted rudimental
stimulus

B & @® &

Executive Salience Salience Default

The patient is diagnosed with the regular descriptive Big&ratingscales (upper part of figure

5). Degree estimationisarougldo Mi | d, 6 &6 Moder at ewvbichdahendoutputdar k e d ,
brain disturbances specific for each phenomenological symptomatic rating (lower part of figure

5). Thusin the enda personalizedliagnostic profile of the patients involves both the descriptive

regular diagnosis as well as the presutesthblepredicted profile of brain disturbance.



NEUROANALYTIC TREATMENTS

The brain profiling diagnostic framewospecifies new approachesgsychiatric treatment (i.e.,

t he ONeuroanalytic Treatmentd). The uniquenes
combined technologpased intervention which can be implemented when the e fraiiing

framework is utilized. Thus, the bragmofiling framework opens up a novel rationale for an

innovative approach to the treatment of mental disorders.

Within the brainprofiling framework, old and new treatment options can be combined, new
interventions can now have a guidhngtionale. Novetombinations of typical treatments and

new interventions not previously attempted will inevitably require research validation.

Combined interventions should be tailored to the normal activity of the brain. The brain
combines tissueelated capabilities #t interact with the environment, thus interventions should
combine 1) direct therapeutic manipul ation of
therapeutic modulations of experiences, in other words beneficial expemependent

plasticity inerventions. Currently the regimen of medications in psychiatry is directed to the
molecular (neurotransmitter) level of brain tissue where plasticity induction of SSRI in
depression currently seems to be one of the more effective treatments in psyEeatirthough

there is growing realization of the neuronatwork level in the etiology of mental disorders,

only a few therapeutic interventions have been conceptualized to intervene at that network level
(e.g. transcranial magnetic and current stimulabioRinally, therapeutic modulations of
experiences, known as O6Psychotherapyé are int
therapist in psychotherapy sessions, that use corrective experiences to modulate internal
representations resulting in sympteaduction and empowerment. Various psychotherapies

target different levels of symptomatic manifestations. For example CBT (cognitive behavioral
therapy) targets a more forward cognitive process of emotions to modulate and treat depression.
Recently, VR (utual reality) technology has exhibited potential for powerful experience
modulation, currently for treatment of phobias and fi@stmatic stress disorder

(PTSD)..



The proposed comprehensive Neuroanalytic Treatment can be implemented when the clinica
brain profile diagnostic framework is utilized. , Direct brain interventions (medication

mol ecul ar i ntepaennigdnsaeawdra&bi ater venti ons,
dependent indirect external modulations can be used to treat cortgedtanations in the fast

plasticity of the Central Executive Network, the instability and altered optimization of the slow
plasticity which inflicts Salient Newton dynamics, and finally the altereddifigy developmental

Default Mode Network.

Treating Connectivity & Schizophrenia

Antipsychotic medicationare direct brain interventions on the molecular level, ttleat

connectivity alterations in the fast plasticity of the Central Executive Network. . It is not clear
how dopaminergic blocking exerts the antipsychotic affect. The dopaminergic synapses exert
both an excitatory (direct) effect on the pyramidal ceflthe IV layer of prefrontal cortex, as

well as an inhibitory effect (via excitation of inhibitory interneurons) on the same pyramidal
neurons. Thus, it is possible to conceive a dual excitatory and inhibitory outcome as a regulatory
modulating effect otthe pyramidal neurons. Since these neurons receive massive inputs from
large cortical regions and eputs that are distributed efferents to similarly large cortical areas, it
can be presumed that these neurons act as connectivity hubs ofwdiolevidespread cortical
network connectivity control. Even though antipsychotic agents seem to work on such a
modulating network circuitglinically, once patients suffering from psychosis respond to the
medications, they often develop negative symptoms, whidbates that the intervention was

not regulatory but rather a phasensition from psychosis of positive symptoms to deficiency
expressed in negative signs, i.e., the modulation does not really optimize connectivity to achieve

a premorbid healthy statena elimination of symptoms.

Thus, it is suggested that antipsychotics should be administered at at minimal dosages while
introducing an additional novel, currently available, direct netwedulating intervention,

e. g. Placaingd transcrani al alternating current



Transcranial current stimulation is a Riowasive brain stimulation technique. Low
intensitytranscraniaklectricalstimulation(TES) in humans,
encompassingranscraniatlirectcurrent(tDCS), transcraniahlternatingcurrent(tACS),
andtranscraniatandom noise (tRNStimulationor their combinations, appears to be safe. No
serious adverse events have been reported in over 18,000 sessions administered to healthy
subjects, neurological amq$ychiatric patients (Antal et al 2017). Specifically, tACS seems likely
to open a new era in the field of nrovasive electrical stimulation of the human brain by

directly interfering with cortical rhythms (Andrea and Walter, 2012). tACS is hypothdsized
influenceendogenous brain oscillations. If applied for a long enough period ot time, it may cause
neuroplastic effects as tACS can be tuned to local neuronal network dynamics entrenching these
oscillation dynamics (Cottone et al 2017). In the thetgeg410Hz) it may improve cognition,
gamma stimulation (3@00 Hz) and gamma intrusion can possibly enhance or interfere with
attention respectivelyerontalthetatACS generates benefits on multitasking performance
accompanied by widespread neuronalltzory changes (Hsu et al 2017).

Active tACS improved learning ability, but at the same time interfered with applying the rule to
optimize behavior (Wischnewski and Schutter 2017). Phase synchrony of tACS is thought to
entrain and enhance neural netwoskillations, however, antiphase stimulation desynchronized
thetaphase coupling and impaired adaptive behavior in one study (Reinhart 2017). Thus, tACS
when desynchronized, can also attenuate neuronal oscillations andedat oscillatory

activity can be inhibited using a rhythm slightly below the stimulafi@guency.

Clayton et al 2018dund that alpha ACS appeared to exert a consistently stabilizing effect on
visual attention. They suggesithat these results are most consisteitt the view that alpha
oscillations facilitate processes of tdpwn control and attentional stabilityuft et al., 018
found that right temporal alpha oscillations may support creativity by acting as a neural
mechanism for active inhibition of olmus semantiassociations, thus creating in some sense,
loosening of associations to offer place for creativity of-abwious associations. Thesipports
the assumption that increase in alpha dissa#atd disconnects the system. In another study
Prefiontal IAFtACS (Berntsen et al 2018), led to significant improvement in motor sequence
reproduction. In a previous study using transcranial alternating cstientiation(tACS), van

Schouwenburg et al (2017) found preliminary evidence that phase wohérghealpha



band(8-12 Hz) within thefronto-parietalnetwork may critically support tegown control

of spatialattention.In a new study van Schouwenburg et al (2017) found no spatially
selectiveeffectsof stimulationon behavior or coherence irtheerstimulationprotocol compared

to sham. This is explained by the fact timtheir studysubjects were not stimulated at their
individual alpha frequency; everyone was stimulated at the same frequency (10 Hz). Differences
in the size of the stimulath electrodes caused the stimulation to be lower intensity; 0.11
mA/cn? instead of 0.32 mA/cfn Clinical improvement of auditory hallucinations correlated

with enhancement of alpha oscillations (Ahn et al 2018). Together, their findings suggest that
tACS has potential as a netweldvel approach to modulate reduced neural oscillations related
to clinical symptoms in patients with schizophrenia. Micheli et al (2018) mextabnormal
gamma oscillations, measured by electroencephalogyrépditywereassocited with chronic
psychotic disorders anthite andSiegel (2018pddressdevidence indicating that there is

increased restingtategammapower in schizophrenia

These recently accumulated research insights support attempts to regulate oscillatory neuronal
activity for therapeutic purposes. Combining the knowledge presented thus far, it is possible to
attempt control over connectivity dynamics in the brain by mdaimg prefrontal cortex (PFC)

hub neurons with tACS.



Figure 7

Assuming that increased gamma activity is related to positive symptoms and relevant to an
increased threshold and disconnection dynamics in computational models of psychosis, then
interference or slightlyower gamma rhythm tACS may reduce gamma oscillations resetting the
PFC hub neuronal activity offering oveonnection dynamics to rebalance disconnection
disturbance and to reconnect networks activity. Contrary to such intervenpatiants with
negative signs schizophrenia where es@nnectivity is the predicted pathology, an increase of
gamma activity (increasing threshold) and disconnecting the evenigected network could be

the beneficial therapeutic intervention.

To undestand indepth how tACS is directed toward regulating an important brain hub it is
important to take an example and dwell on the neuronal structure and the tACS stalatack
intervention. For this example, let us concentrate opitbiontal cortex etworks and gamma
oscillations taking into considerati@alciumbinding protein of parvalbumin interneurons and

their role in severe mental disorders;

The prefrontal cortex (PFC) is involved in many mental disorders (Arria®4i0) and especially

in severe disturbances such as positive and negative signs schizophrenia. The involvement of
PFC in disturbances to higher mental functions is relevant to its neuroscientific characteristic as a
maj or ONet wor k Huirgéultipla afferénepativways and radiating auenerous
efferent pathways to distant brain regions (Liau et al 2013). As a brain netwotkhd&p-C



has the potential to alter and regulate distributed neuronal network dynamics in the brain,
responsibledr global brain organizations underlying higher mental functions such as
consciousness, attention, executive foundations, mood and feelings.

Brain dynamic organization of neuronal network activity is presumed to correlate with electrical
oscillations meased over the scalp, propagating from the brain neuronal activity. Gamma
oscillations (36100 Hz) have been repeatedly correlated with distributed neuronal network
activation over distant brain regions and are also involved in performing fgheal funabns

of attention and executive functiorfsoftenbaugh et al 201.7n addition,BOLD signals

measured by fMRI correlate strongly with the power of local gamma oscillations (Niessihg

2005) further supporting the relevance of Gamma activity to brain network activations.

Calciumbinding protein parvalbumin (PV) interneurons are clearly involved in gamma

oscillations, and found to be both necessary and sufficient for expgjahese oscillations

(Sohal 2012 Gamma oscillations may be generated by networks of inhibitory interneurons

which fire and inhibit each other, until inhibition decays and they fire again, initiating the next

cycle of the oscillation i.e., interneurgna mma, Al NG, 0. Al ternativel vy,
result from interactions between excitatory and inhibitory neurons, in which excitatory neurons

fire, triggering interneuron firing, which, after a delay, suppresses excitatory neuron firing i.e.,
Apyiaimnt erneur on Splkah2i o , PI NG (

I n the prefrontal cortex ePWtient e€romdpread s omay
neuronal networks in the brain. This is by virtue of their ability to regulate thechated
pyramidal neurons whicteceive connectivity pathways from multiple spread brain systems

and regions.

In severe mental disorders such as schizophrenia and autism, PV interneuron dysfunction is
thought to contribute to deficient gamma oscillations and cognitive defsotsa{ 2012 Several
groups have found alterations in PV interneurons, particularly in the PFC, impdsim brain
tissue from patients with schizophreni#aéhimoto et al 2003; Woo et al 1998; Pierri et al 1999;
Volk et al 2001, 2002



But how can hulelated control and activity of prefrontal cortex PV interneurons explain-brain
related disturbances in severe mental disorders such as schizophrenia and autism? A
computational neuronal network model (Geva & Peled 2000) used dynamic thresholds that act in
a similar way to gamma oscillations. In this model clustered memories simulate spread
activation that is hypothesized for semantic networks in the brain. By altering the parameters of
the dynamic thresholds i.e., hypothesized alterations of gamma tosedl|aa large range of
disturbances can be generated in the model. These disturbances showed metaphorical
resemblance to certain general clinical descriptions of mental disturbances found in psychiatric
patients suffering from severe mental disorders sgckchizophrenia (Geva & Peled 2000).
Thistheorycorrelates with many studies summarizedslopal (2012}hat found that patients

with schizophrenia exhibit reduced power or synchrony of gamma oscillations during responses
to sensory stimulation or codivie tasks $pencer et al 2004; Gallinat et al 2004; Symond et al
2005; Wyinn 2005; Ford et al 2007, 2008 Cho 208&hough patients with schizophrenia

typically exhibit decreased power or synchrony of gamma oscillations (especially those evoked
by sensoy stimuli or cognitive tasks), within this clinical population, auditory hallucinations

seem to be associated with increased power or synchrony of beta and gamma osdilésiens (

al 2006; Spencer 2009; Malert 201This suggests that in some casestaased beta or gamma
oscillations may contribute to positive symptoms.

The fact that increased power or synchrony of gamma oscillations could relate to positive
symptoms is in line with computational psychiatry assumptions (Peled 2013) that simulated
increased threshold activity to the prefrontal lobe may disconnect the brain dynamic neuronal
net work organization and redwatnieen 60ft hteh seasneo
network organizations. Increase of gamma may thus relate to posgitngeasid reduction or
suppression of gamma may relatéhe emergencef negative signs in schizophrenia. This is
relevant if we reconceptualize schizophrenia in terms of brain network disturbances to the

functional connectivity in brain systems.

In summary, increased personalized gamma for negative symptoms schizophrenia and reduced
desynchronized personal gamma tACS for positive symptoms schizophrenia is a reasonable

therapeutic approach using personalized feedback loop tACS



As explained above thdirect interventions molecular, or network related, are best when

combined with the indirecekperience dependent plasticity) modulation. In the case of

psychosis and negative signs schizophrenia we are interested in inducing brain networks to act in
syrchrony, thus tasks of concentration and working memory are warranted. New technology can

best deliver such challenging task experiences.

Such experience controptimallyincludes currently emerging computer technology of virtual

reality (VR) that proviés for interactive control over the senses and enables the creation of
controlled environments and twaay interplay. VR is a set of computer technologies which

when combined; provide an interactive interface to a comygateerated world. Virtual reality
technology (VRT) combines reime computer graphics, body tracking devices, visual displays,

and other sensory input devices to immerse a participant in a corgeuenated virtual

environment. He then can see, hear and navigate in a dynamically ghaognario in which he
participates as an active player modifying the environment via his interventions. This technology
provides such a convincing interface that the user often believes he is actually in the three
dimensional computegenerated environmen. The term fipresenceo was

VRT to describe this conviction.

The field in which VRT is currently most intensively investigated in psychiatry is that of

exposure therapy for treating anxiety disorders such as phobias and PTS2 éGthhewis

1997; Vincelli et al. 2001; Pertaub et al. 2001; Jo et al. 2001; Rothbaum et al. 2000). In

traditional exposur¢herapy, the subject is exposed to anxiety producing stimuli while allowing

the anxiety to attenuate with the aid of various relaraechniques. VRT enables low cost
(flight phobia treatment without really flyin
controlled (the phobic stimulus can be designed and controlled) virtual phobic environmental

exposures.

VRT has an excellentgpential both for neuropsychological assessment as well as for cognitive
rehabilitation. There are already a few research groups experimenting with VRT for cognitive
rehabilitation (Christiansen et al.1998). Traditional neuropsychological testing metbods a

limited to measurements of specific theoretically predetermined functions such aihort



memory or spatial orientation. Given the need to administer these tests in controlled
environments, they are often highly contrived and lack ecological valatigny direct

translation to everyday functioning (Rizzo and Buckwalter 1997).

VR technology enables subjects to be immersed in complex environments that simulate real

world events and challenge mental functions more ecologically. While existing

neurogsychological tests obviously measure some brain mediated behavior related to the ability

to perform in an fieverydayo functional enviro
situations that are ecologically valid. While quantification of resnltsaditional testing is

restricted to predetermined cognitive dimensions, with VR technology, many more aspects of the
subjectsdéd responses could be quantified. | nf o
preferences, etc. could be quantifigdR can immerse subjects in situations where complex

responses are required and the responses can then be measured (Rizzo and Buckwalter 1997).

These capabilities may potentially act upon diagnosed brain deficiencies. For example,
performing within virtualenvironments that require intensive activation of working memory
would enhance the integration of highevel contextual systems. If additional multimodal
integration is required to perform within that environmémgn additional multimodal

integrationwould be enhanced.

Virtual environments could also target delusional ideation and attempt to dbhegtroviding
opposing or fAcorrectional 6 occurrences tailor
correctional situations provide additionqdssible interpretations of the situation thus increasing

the number of possible interpretations and increasing differentiation in the representational
contextual system. Performance within complex social situations that require-tifieoiryd

capabilities would enhance the highlewvel brain integration needed to represent and perform

within socially cued situations.

In sum, VRT in diagnosis and rehabilitation of mental disorders could have a significant role
both for increasing integration as well afatientiation by exposing the patient to complex

challenging expressly designed interactive virtual environments.



Drawing upon the theory of experierdependent plasticity, it is presumed that many sessions

with the predesigned virtual experiencewdlv ent ual | y f rassaciatathee ct 0 and
neuronal network circuitry required to-establish consistent and coherent everyday experiences

for the patient. Thus, if there are no speaking figures in the immediate experience, hallucinatory
voices should diappear. It is predicted that once experience control sessions are stopped and
speaking figures disappear the voices will also vanish. The newly formed consistency in the
system will inhibit the activation of voices without their counterparts of exper{@ecewill not

enable inconsistencies of experience). The end result could be reduction of hallucinations

providing symptomatic relief for the patient.

Delusions could be treated by repeated sets of virtual experiences where delusional thinking
contrasts the virtual events. For example, the patient who is convinced of being persecuted by the

FBI might be virtually introduced to the FBI headquarters where he experiences warm and caring
acceptance, with no evidence of persecution. Graduallyytipsé of a r ep-eat ed ficc
experienceo fAimproving experienceo might alte
One may argue that delusions are unshakable beliefs and thus could never be altered.

Nevertheless, clinical experience shows us lletiefs may come in various degrees from normal

and overvalued ideas to real delusions. Intensive and repeated virtual experiences delivered in an
Afaggressiveo and Afocusedod manner to the spec

delusions to oervalued ideas or even to normal thinking.

Specifically, for inducing neuronal network organization during gamma stimulation with tACS it
is proposed that targeting the cognitive functions of the frontal cortex is advisable. While there
are some studied the use of VR in dementia and ADHD there is no strong evidence that the
VR as standalone is meaningfully effective. As for the use of VR technology to improve
schizophrenia, also here results are not very stiarggreview article by Brun et al (2018),
standalone computessisted therapy, video games amtlial realityefficacy n schizophrenia
patientshas been fountb be premature because of the recent and preliminary character of most
studies. This is relevant if we considercembined stimulation with direct medication and tACS

stimulationsln contrastAdrei et al (2018) found that 10 sessions of Multimodal Adaptive



Social Intervention iVirtual Reality resukkdin thereduction in overall clinical symptoms,
especially negate symptomsSohn et al (2018) found thawirtual reality-based vocational
rehabilitationtrainingprogram improve general psychosocial function and memory, in patients
with schizophreniaThus the potential of VR cognitive intervention exists as adddone and is
predicted to become relevant in combined direct and indirect interventions as mentioned above
Regardinghorrinvasive brairstimulationcombined with rehabilitation strategies have
demonstrated some success for speech and motor rehabilitesimoke patients (Sathappan et

al 2019).

Treating Network instability, Optimization & Mood

Direct brain interventions at the medication molecular lémeihetreament ofmood and
anxiety are probably the most effective treatments in psychiatry, because they target plasticity
inducing neuro and synapigenesisThey also tach us about the importance of plastieity

induction which is probably a necessary directmrfuture development

As already mentioned, to date the most effective medicatiorsyaaptogenetiantidepressants.
Based on the above chapters it is conceiviid@esynaptogenetic medications are effective,
because they help the adaptive plasticitycpsses reduce free energy and increase brain
optimization. This line of action can also be relevant to help corrective experiences treat
personality disorders. Imagine medications that when given may take the brain backto early
stages of development aghk patient was a 3 or 7 yeald child, with 3 to 7 yeaiold brain

plastiaty. Imagine how muclkouldbe corrected and developed resulting in improved

maturation of the DMN and cure, especially when concurrent with psychotherapeutic and other

experiencalependent interventions.

Certain neurohormones and growth factors generate new cells in thefdoraxample,

fibroblast growth factor (FGF) injected subcutaneously in rats successfully passes the blood
brain barrier (BBB) and increases cell ayhaptic growth (Xian and Gottlieb, 2001). However,
evidence suggests that in humans FGF might induce brain tumours(Betlal. 2001) making

this factor inappropriate for treatment.



A better candidate for inducing neurogenesis in the human brainiowaolde neurotransmitter
agonists and antagonists. The activity of serotonin and norepinephrine has been found to
participate in cell growth. Chronic antidepressant treatment has been found to increase
neurogenesis of hippocampal granule cells via-pazsptor increase of AMP (Thompson et al.
2000). Agonists of serotonin for SHT1A and other receptors, have also been mentioned as
important neurogenetic factors (Lotto et al. 1999). In effect, serotonin depletion during
synaptogenesis leads to decreasedygtyc density and learning deficits in the adult rat (Mazer et
al. 1997). Tianeptine a 5HT1A agonist blocks stiedsiced atrophy of CA3 pyramidal neurons
(Magarinos et al. 1999). Intrathecal treatment with quipazine (another serotonin agonist) has
improved locomotion deficit induced by ventral and ventrolateral spinal neural injury (T13) in

two cats. Both cats recovered quadrupedal voluntary locomotion and maintained regular steeping
with this treatment (Brustein and Rossignol 1999). Sumatriptan (CRPHI agonist (5HT2C,
5HT1D and 5HT1A agonist) typically used in treatment of migraine headaches, chronic
administration of sumatriptan has been found to slightly improve OCD patients (Hwang and Dun
1999).

Additional findings relevant to neurogenesigolve electroconvulsive seizures (ECS), chronic
ECS administration induced sprouting of granule cells in the hippocampus (Kondratyev et al.
2001; Lamont et al. 2001). This effect is dependent on repeated ECS treatment and is long
lasting (observed up @&t least 6 months after the last ECS treatment). Excitotoxin and kindling
induced sprouting are thought to be, at least in part, an adaptation in response to the death of
target neurons. In contrast, there is no evidence of cell loss or dying neurcsoimseeto

chronic ECS (Gombos et al. 1999).

In recent years attention has been directed towalktethyl-D-aspartic acid (NMDA) receptor
and alphaamino 3-hydroxy-5-methyll-4-isoxasole propionic acid (AMPA) receptors because of
their probable role of redmting neural plasticity. The-yuinoxalin6-ylcarbonyl piperadine
(CX516) AMPA modulator havihe potential to control certain neuronal plasticity processes
(Lynch and Gall 2006).



CX516 was tested as a sole agent in a deblitel placebecontrolled degin in a small series of
patients with schizophrenia (n=6) who were partially refractory to treatment with traditional
neuroleptics. The study entailed weekly increments in doses of CX516, from 300 mg tid for

week 1 up to 900 mg tid at week four. Patienésenollowed with clinical ratings,

neuropsychological testing, and were monitored for adverse events. Four patients received 2 to 4
weeks of CX516, two received placebo and two withdrew during the placebo phase. Adverse
events associated with drug admiraion were transient and included leukopenia in one patient
and elevation in liver enzymes in another. No clear improvement in psychosis or in cognition

was observed over the course of the study. CX516 at the doses tested did not appear to yield

dramaticeffects as a sole agent, but inference from this study is limited (Marenco et al 2002).

CX516 was also added to clozapine iwdek, placeba@ontrolled, dosdinding (N = 6) and

fixed-dose (N = 13) trials. CX516 was tolerated well and was associatednierate to large,
betweenrgroup effect sizes compared with placebo, representing improvement in measures of
attention and memory. These preliminary results suggest that CX516 and other "ampakines" hold
promise for the treatment of schizophrenia (Gotile2001).

Current stimulatiorhas also been shown to induce plasticitg.cétding to Kenny et al (2018)
tDCS showved evidenceof promising theapeutic applications for depressiomadults
Transcraniahoninvasivebrainstimulation has plasticitiik e effects because of their common
mechanisms of synaptatasticityin physiology, pharmacology and behavior response (He et al
2018).A review by Kim et al (2018) strongly suppexdielectrophysiological sensitivity to reflect
plasticbrainchanges and the associated symptomatic improvement follolMDg. A recent
review by Gomefsman et al (2018ptindthat repetitive tDCS can be used to modulate
neuronal excitability and enhance cortical function, and thus offer a potential means ¢o slow

reverse cognitive decline.

Linking plasticity to the underlying mechanisms of mood disorders should also link brain current
stimulation to the effects on these disorders i.e., that electric current stimulation will have effect
on anxiety andlepression. In a recent revigvicario et al (2018)dund preliminary evidence

that both, excitatorgtimulationof the left prefrontal cortex and inhibitosgimulationof the



right prefrontal cortexauld reduce symptom severity anxietydisorders. Acording to

Brunoni et al (2018)the most promising results of noninvasive bitimulationtechniques,

such agranscraniatlirectcurrentstimulationhave been obtained fdepressiolDd@ Ur s o et
(2018) in their review found reports that highlighhe importance of combining tDCS with
different procedures, including computerized tasks and behavioral paradigms. In conclusion,
even in its infancy, the use of tDCS for the treatmeminzietydisorders does show promise and

deserves extensive reseasfforts.

As mentioned above combining direct brain interventions as mentioned so far, with indirect
experience mediation cansynergistic effectIndirect experience inducing interventions for
anxiety can be provided from the vast digital technologateel to relaxation and meditation
therapies. According to Meister & Becker (2018) there is preliminary evidenceedéation

based yoga interventions may be helpful for depressioramxidty(2018). As for distress

related to canceloga, hypnosistelaxation and imagery, which harness the power of the mind
focus on training in mindfulnegeeditationshow (Carlson 2017) their roie alleviating distress
regardingcancer diagnosis. Bonadonna (2003) adgbhatliving mindfully with chronic illness

is a fruitful area for research, and it can be predicted that evidence will grow to support the role
of consciousness in the human experience of disease. Attention Training Technique and Mindful
SelfCompassion traininghowed significant reductions in symptomsaakietyand depression
accompanied by significant increases in mindfulnessceeffpassion, and attention flexibility in

a study by Haukaas et al (2018). Van der Riet,€Ral8) reviewed the topic of mindfiess
meditation and found th#thaspositive impact on nurses' and nursing students' sapggty,
depression, burnout, sense of weing and empathy. However, the majority of the papers
described small scale localized studies which limits gezetality of the findings. With VR
technology such interventions can be more effectively delivered. It has been found that VR may
facilitate mindfulness practice. Normal participants in a pilot study (a:Haro et al 2017)

reported increases/improvemeimtstate of mindfulness, and reductions in negative emotional
states, significantly less sadness, anger aauxeety, they also reported being significantly more

relaxed.



Treating internal configurations & Personality

Psychotherapy is an experierdependentplasticity therapy, as it becomes a continual repetitive
experience that the patient is experiencing in hisliif@ividuals often seek psychotherapeutic
treatment out of distress that origirfeom interpersonal relationships. Initially the relations

with the therapist will repeat the same patterns of interpersonal relations that caused the distress.
The skilled therapist identifies these malfunctioning interpersonal patterns and during therapy
behaves in a manner that gradually changes the attitudes of the client so that he/she will be able
to respond more appropriately to similar situations in the future. This therapeutic intervention is
call ed a fAcorrecting e xopoeial sitwatonseaeduces Buffdringeamd c o p i
enables relief from symptoms. Psychodynamic therapy involves overcoming resistance, offering
appropriate interpretations and increasing insight to relevant aspects of interpersonal relations
(Freud 1953; Michael 199.

According to the approach of constraarganization in the brain, the psychotherapeutic process
can be described as a physical change that takes place in the brain of the client. Initially, the
relations between the internal map of reference oinithigidual (i.e., internal representations)

and some aspects of the psychosocial situations he encounters are incongruous. This
incompatibility reaches the extent where perception and reaction to those psychosocial situations
are distorted and interferattv the psychosocial functioning of the individual. The psychosocial
dysfunction is generally accompanied by distress, which is typically expressed by symptoms of

anxiety and depression.

The goal of the therapy is to reshape the internal representatimtude the appropriate

internal configurations for coping with the psychosocial situations at hand. Initially, the client
perceives the therapist as a person from his past. This is because the client activates the attractor
systems, which representtperson from the past. Since the therapist is not the same as the
activated representation, a distorted perception of the therapist emerges. Due to this distortion an
inappropriate behavioural reaction to the therapist (transference) occurs. Most pribtigbly

distortion occurs with other interpersonal situations outside the therapeutic sessions. This



indicates that there is substantial mismatch between the internal representation and the

psychosocial reality.

The therapist strives to enlarge the repestof representations of the individual to match many

more different psychosocial situations. In other words, the psychotherapeutic process increases

the neural complexity (@ in the brain of the client. When the therapist reacts to the client in a

novel manner, Hebbian mechanisms of plasticity will gradually create the new attractor systems
necessary for the additional i nternal represe
spacestate topology of the brain to form new internal represiemigt The process probably

involves actual changes in the functional connectivity of the neural systems involved, and as

such it is a physical process in the brain.

The process describdldusfar is actually much more complex than the above description

suggests. For example, due to a lack of representational systems, many times the interpretations
offered by the therapist are denied and do not gain access to the global formation of dominant
brain states s (denial). These interpretations will never reawtious levels (resistance in
psychoanalytic terminology). The set of inputs from the interpretation of the therapist simply do
not satisfy the constraints of the global configuration (i.e., dominant brain state), thereby
conflicting with the message iha global dominant brain state. Thiishas been correctly

indicated that for an interpretation to succeed it must be delivered at the right time (i.e., when the
individual is ready for it; (Michael 1986)). There must be a certain constellation of thed glo
dominant brain state (i.e., organization), which is favourable for including the new patterns of
information proposed by the interpretation. The therapist first prepares the patient by repeated
clarifications, confrontations and other interpretatidrigs process changes the global formation

of dominant brain states, Amoving it slightly

accepting the critical interpretation (i.e., the one that will induce the change).

Freud indicated the importance@fercoming resistance in psychotherapy (Freud 1953). By
gradually changing the global formation of dominant brain states to a favourable configuration,
the therapy enables the incorporation of an interpretation and the therapist overcomes the

resistance tthat interpretation.



Repeating this process over and -spaceofthedrgimi n wi
and increase the complexity of internal representations and thus the psychological repertoire of

the individual. These changes trams@nd are maintained by the experiedependent plastic

processes of the brain. It is probably the increase in neural complexity that improves

psychosocial adaptability. In turn, psychosocial adaptability reduces the suffering that originates

from conflicts of interpersonal relations.

The outcome of psychotherapy is relief of distress in interpersonal situations. It is achieved via
the reduction of specific sensitivities of personality traits and the increase of flexibility and
adaptability to changinggychosocial situations. Increase of flexibility and adaptability reduces
constraint frustration and deoptimizations of dominant brain states thus reducing the experience

(emergent properties) of anxiety and depression.

Consideringhat psychotherapy is@asticity-related intervention it is acceptable to speculate

that medications that increase plasticity can become relevant in augmenting psychotherapeutic
effects. An extreme scenamwuld be if it were possible to take adult brain and induce it to
possess the plasticity capabilities of a 3 yelarchild What potential could that offer for
psychotherapy Consider thatluldren are responsive to fdstarning andand easily manage
educational interventions which can foster character changes aadtdnased developmental
styles. Thusplasticity induction combined with psychotherapy can become a powerful
therapeutic toolThis brings to mind the use of SSRIs and electrical stimulations in concomitant

and during psychotherapy treatments.

As expeiencedependenttherapy, psychotherapy can also use experienn&ottechnology to
improve the delivery of the therapy. Psychotherapeutic correetiperience can be enhanced

using VR, a technology that potentisexperience control over thpatien- user

The use of virtual reality traditionally began with treatamgiety specificohobia and PTSD
(Grés& Antony 2006; Mitrousiat al 2016). Alspsocial phobia was treated with a virtual

classroom (Rizzo et al 2006).


https://www.ncbi.nlm.nih.gov/pubmed/?term=Gr%C3%B6s%20DF%5BAuthor%5D&cauthor=true&cauthor_uid=16879794

According to Frith et al (2018)
There is now substantial clinical research demonstrating the efficacy of irdetivetred

cognitive behavioral therapy in the treeent of anxiety. However, the ability of these
interventions for engaging patients in "re@adrld" settings is unclear. Recently,
smartphone apps for anxiety have presented a more popular and ubiquitous method of
intervention delivery, although the evidenbase supporting these newer approaches
drastically falls behind the extensive marketing and commercialization efforts currently
driving their development. Meanwhile, the increasing availability of novel technologies,
such as "virtual reality"R), introduces further potential ofleealth treatments for
generalized anxiety and anxiatglated disorders such as phobias and obsessive
compulsive disorder, while also creating additional challenges for research. Although still
in its infancy, ehealth resealtis already presenting several promising avenues for
delivering effective and scalable treatments for anxiety. Nonetheless, several important
steps must be taken in order for academic research to keep pace with continued
technological advancd®izzo& Koenig (2017)review of the theoretical underpinnings

and research findings to date leads to the prediction that chricalill have a

significant impact on future research and practice. Pragmatic issues that can influence

adoption across many areas of psychology also appear favorable

As for using VR for psychiatric diagnosis van Bennekom et al (2017) égrgue
to date, aliagnosign psychiatryis largely based on a clinical interview and
guestionnaires. The retrospective and subjective nature of these methods leads to recall
and interviewer biases. Therefore, there is a clear need for more objective and

standardizedssessentmethods to support the diagnostic process.



They reviewed a total of 39 studiasd concluded
nearly all VR environments studied were able to simultaneously provoke and measure
psychiatric symptoms. Furthermore, in 14 studies, significant corredatiere found
between VR measures and traditional diagnostic measures. Relatively small clinical
sample sizes were used, impeding definite conclusions. Based cevibig the
innovative technique of VR shows potential to contribute to objectivity arabilély in
the psychiatric diagnostic process
A systematiceviewo f empi ri cal studies was conducted by
studies were identified, with 86 concerniagsessmentts theory development, and 154
treatment. The main disonderesearched were anxiety (n = 192), schizophrenia (n = 44),
substance el ated di sorders (n = 22) and eating dis
the potential to transform tlessessmentnderstanding and treatment of mental health

problems.

In psychiatric diagnosjsistorytaking involves asking the patient about his feelgand

behavior in relevant situations of his lii#/ith VR life-like situations can be constructed
virtually and the patient s Iplacmghimimtheseand r eac
reconstructed virtual situations. This type o

objective and accurate then histdaking that relieson memories which can be biased.

The diagnostic virtual environments can eleciet of reactions which can become diagnostic.
These can range from simple gaming virtual situations to magsagnitive capacity and
disordersVr canreach much more complicated evolutions such as those of personality styles
and disorders. For examepa specific social condition can be tailored and by placing the patient
in that condition his personality will dictate his reaction. A person with narcissistic personality
style will feel good in a virtual party where he is center of attention, thusllherefer staying

longer in suclanenvironmenin contrast to a persomith schizoid introvert personality traits



Novel and futuristic interventions

In recent years theteasbeey r owi ng i nterest in 6brain pacing

control brain activity and thus may act as therapeutic agents for mental and neurological
disorders. Some of these technologies are Invasive (DBS, Optioggibut others already
mentioned, are nemvasiveand worktranscranially, these are the TMS (Trenasial Magnetic

Stimulation) and the various transcranial electrical current stimulations (tECSS).

Of the invasive methodsdgep brain stimulation (DBS) now plays an important role in the
treatment of Parkinson's disease, tremor, and dystonia. DBS may also have a role in the
treatment of other disorders such as obsessimepulsive disorder, Tourette's syndrome, and
depressiorfOkun et al 2007). The effects of DBS on cognition and clinical psychiatric
symptoms are just beginning to be researched. Page et al (2007) examined the effects of deep
brain stimulation of the subthalamic nucleus on tests edlgéitng and dual task prmance in
patients with Parkinson disease. All patients revealed a clinical benefit from DBS of the

subthalamic nucleus (STN).

Among the invasive technologiesptogenetics is a new technology that offers control over
neuronal activity by turning omd off distinct neuronal populations using dgibe specific,

optically sensitive, molecular neuronal activity "switches." These "switches" are microbial, light
sensitive ion conductangegulating proteins, e.g., channelrhodogifChR2) and

halorhodops (NpHR). They are genetically engineered to become part of the cellular
machinery and introduced individually to target neurons relevant for activating or inhibiting pre

chosen neuronal circuits (Berdyyeva & Reynolds 2009).

Recently Focused UltrasoufiduS) technology has been developed and was found useful for

both ablating small brain targets and for stimulating deep brain net{otkset al 2008.

Ultrasound is a term used for the sound waves, which are propagated higher than audible range
of human hearing. Recently, MRI imaging is used to guide high intensity focused ultrasound

through tissues for ablation treatment. In 2008, Tyler and his coleatiscovered that low



intensity focused ultrasound (LIFU) can stimulate membrane ion channels and synaptic
transmissionsT(yler et al., 2008 Later on neuromodulatory properties of LIFU stimulatiaas
represented by electrophysiological recordir@gstritsky et al., 201)L LIFU activates voltage
gated sodium and calcium channels, thereby eliciting action potentials and synaptic transmission
(Bachtold, Rinaldi, Jones, Reines, & Price, 198land & Drzewiecki, 2008Morris &

Juranka, 2007/Rinaldi, Jors, Reines, & Price, 199%achs, 201,05ukharev & Corey,

2004 Tyler et al., 2008 LIFU seems to be safe, studies have repotieaneroff et al., 2013

Legon et al., 2014no sign of heat or cavitation by histological examination both within regions
of interest (RI10s) or surrounding tissukkseems that LIFUbrovides the possibility of precisely
modulating corticothalamic, corticocortical, and thalamocortical pathways. LIFU stimulation on
prefrontal areas of 2 macaque rhesus monkeys showed that ulttasguificantly modulated
antisaccade task latencies as a sample ofleighl cognitive behavioeffieux et al., 2013

In a study on pain, in human subjet¢tameroff targeted scalp over posterior frontal cortex,
contralateral to maximal pain, for $8conds in a doublalind crossover study. They found
improvement in subjective mood 10 minutes and 40 minutes after ultrasound stimulation
(Hameroff et al., 2013 Another study, on human subjects, probed the influence of LIFU on the
primary somatosensprcortex (egon et al., 2014 The stimulation volume size was 4.9 mm in
depth and 18 mm in diameter which could significantly attenuate the amplitudes of

somatosensory evoked potentials from median nerve stimulaggor et al., 2014

The future of brain pacing probably lays in more subtle and sophisticated technology such as
complex functionainterfaces wittbiological circuits (Anikeeva et al2018). For example
alternating magnetic fields cause magnetic nanoparticles to dissipatwshiealeaving

surrounding tissue unharmed, a mechanism that serves as the basis for a variety of emerging
biomedical technologies (Christiansen et al 2017). Other magnetic handles on cellular or
molecular function could be mutant iron storage ferritmtgins that improved magnetism in

part from increased iron oxide nucleation efficiency (Matsumoto et al 2015). Mokbeudhr

iron loading in engineered iron storage ferritin enables detection of individual particles inside

cells and facilitates creatimf ferritin-based intracellular magnetic devices



Looking beyond the horizon of current science, it is predicted that-paaimg technology will
involve miniaturization of devices and nalevel brain interface. In facbne can envision a
ASt i-deMceerd carrying a sensing, organizing,
acting remotely and nemvasively on nasallpre-inhaled bienancparticles positioned on

prefrontal cortical interneurons.

See Figure 8

Patientsvould place two stikers bilaterally on the sides of their forehead, and then (nasally)

feed

inhale specially designed nanoparticles. These can be Dynamic Viral Capsids DNA Nanorobots,

or inorganic fabricates hybrid system interfaces with relevant neudiusétos et al 2018
Thesewould be guided into position traveling upward toward the prefrontal cortex, traversing
through nasal epithelia and relevant tissues. Guided by magnetic or otherreliatest
mechanisrmatheywould settle on prefrontal cortical interneurons antdtacontrol channel
receptors, thus indirectly controlling layer IV pyramidal neurons considered to be central to

prefrontalhub regulation for largscale brain connectivity and organizatiéar(sten et al 2010

Once in place t h¢EEGanaysik) will evdluate giobdram grgaaization.
It willthenuseaselbr gani zing optimization device t

desired brain optimization. The desired s
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to generate a relevant controlledergy feedback to act on the chardiggdtednancparticles

regulating prefrontal interneurons to reinstitute brain optimization.

In summaryfuture brainpacing technology to cure mental disorders will probably require a

sticker device carrying a miniature sensawing feedbackoop device that can calculate and

correct brain optimization;su@d evi ce wi |l |l feedback Acorrecti ve
and norinvasively upon neuronaklated nanoparticles, nanopelds previously nasallynhaled

into position. In sum the device will detect and sample disturbances to brain optimization related

to psychiatric illness, and correct them, thus optimizing brain organization via network prefrontal

hub control, eliminatingelated psychiatric phenomenology and curing the patient.

This plan poses a huge challenge, and offers multiple obstacles to overcome on the road for its
realization. For example: how to sample whbtain organization using two localized stickers?

How to analyze and calculate desired brain optimization? Haivtd i ver ficorrecti Ve
and how to make them relevant translating into biological neuronal activity? How to reduce all

this onto a sticker device? How to power it and shield it from external energy noises? How to

insert and maintain nanoparticlesaiction without triggering harmful tissue reaction, and

inducing unwanted strains on neuronal activity? Actually every step in this plan is an obstacle to

be surmounted.

Roughly the obstacles can be divindbednidntd et hr

APacing Stickero integrating explanations of

Site of action: The site of action is the-I&yer structure of the prefrontal cortex (PFC)
considered relevant to bramb networks involved iall higher mental functions, those relevant
to psychiatric illness (Stam 2014). Thab network activity has a network organizing effaatl

is thus in a position to regulate whebeain organization, presumably executing its mental effects
via global bran organizing capabilities (Sohal et al 2009). There are other such hub systems in
the brain, e.g., medial temporal structures such asippecampus, and subcortical systems such
as thebasalganglia However the PFC is the only cortical structure thahde in proximity of a

brain-pacing sticker which in this case is placed on the forehead.



As previouslymentionedthis PFC cortical structure is chosen because it has already been
demonstrated that by mani pul atinlayaIVbfthatl ay o act
cortical region, whole brain organization can be influenced, e.g., generatgdafita waves

presumably related to long distance connectivity (Sohal et al 2009). The manipulation of layer

IV pyramidal neurons of that PFC is achieveddrgeting the interneurons acting upon these

pyramidal neurons.

Mode of actionTargeting the interneurons acting upon these pyramidal neurons will be
achieved by nanoparticles attached to the calcium channel receptors of these neurons capable of
openingand closing these channels by some NanopafeleeptoiBioaction (NRB) remotely
controlled from a distance (i.e., extracranial). Tlushain of controlled action is formed as
follows:

1. Remote signal

2. Nanoparticle action on calcium channel receptorsaatidn potential

3. Regulatory action on layer IV pyramidal neurons, executing Network Hub effects.

4. Network Hub activity optimizing whol®rain connectivity stabilizing perturbed brain.

Figure 9 illustrates this regulatory effect:

4. Network Hub activity
1. Remote signal optimizing whole-brain
connectivity stabilizing
perturbed brain
2. Nanoparticleactionon
calcium channel receptors
and action potential

3. Regulatoryaction on
layer IV pyramidal
neurons, executing
Network Hub effects



The Pacing Stiker: The Brairpacing Sticker has a sensing arm of input; a controlling arm of

output and a selbrganizing module see Figure 10:

Figure 10

Brain-Pacing Sticker

2 Self-organizing

module

. Sensing arm
Controllingarm

The sensing arm collects the EEG signals from the prefrontal cortical regions located underneath
the sticker. Rgular EEG will probably not suffice and some more accurate imaging technology

will be needed, this may include "quantum dots" "optical sedggtdevices, probably Ca

imaging but such that will have negligible adverse interactions with surroundirg tissuen

orderto offer longevity sampling activity (Alivistos et al 2013). It must then calculate whole

brain organization sensing using signal processing methods that can extraebrahobetivity

from localized PFC activity. The sensing input armst convey whoklbdrain organization to a
AsoIrfgani zingodo module in the sticker, in a man
the actual brakorganization and an optimal braamganization. The optimal brain organization

is the one that wlibe conveyed by controlled signal via the controdlongi t put ar m. A A D¢
calculated between actual brairganization and desired optimal brairganization (e.g.,

hamming distance measuring apparatus) monitors the online feddbaof thisbrain-pacing

system Gradientdescent dynamics between actual and desired-bpimization characterizes

a welkfunctioning brairpacing device.



A major challenge for this feedback apparatus is discovering the relationship between the remote
signal and the activity of the nanopartietegulated iorchannel activity. What will be the

algorithm of controlled iorthannels activation that will trangtato relevant global network
optimizations thus optimizing global brain activity? This link will probably require deep
learninglike algorithms with reduced Delta as learning coefficient.

Figure 11 schematizes the Brain pacing Sticker activity

Brain-Pacing Sticker

delta

Delta-controlled |sampled Brain
Signal Organization

Deep-Learning like
S A algorithms




NEUROANALYTIC ALGORITHMS

Neuroanalytic diagnosis:Psychiatric phenomology translated to brdisturbances based on literature
from computational neuroscience and psychiatry

PHENOMENOLOY

BRAIN

Positive Signs Incoherent thoughts.
Loosening ofassociations, excitement
delimits attention, and affects personal
functions such as eating and sleeping
Frequent repetition of bizarre rituals,
mannerisms, or stereotyped movements.

Disturbance to connectivity (disconnection) millisecond
range integrationf brain organizations, specifically the
Central Executive Networks.

Disconnection syndrome with neuronal subsystems ac
statisticallyindependent from each other. The normal
smallworld-organization of brain networks is disturbed
with clustering of abnetworks loosing connection and
Hubs suffering from redu
connections). Smallorld-organization causes brain
instability and fragmented activity, as a consequence ¢
this disconnection spread in the brain, multimodal brail
integration becomes disjointed and likewise conscious
experience becomes fragmented and behavior becomg
uncontrolled. The statgpace dynamics of highével
transmodal networks destabilizes and states organizat
disturbed disrupting stateajectay dynamics, this is
responsible for the loosening of associations in the trai
thoughts.

Positive Signs Delusions and / or
hallucinations.

Disturbance to hierarchal connectivity (disconnection)
millisecondrange integration of brain organizations
specifically the Central Executive Networks.. Normally
the brain achieves an hierarchal-tbpwvn bottorup
processing balance where; 1) bottamincoming
processes travel up the hierarchy to form higbeel
transmodal organizations embedding higlesel
schematads of c¢ on-davpcontrole
meaningfully integrating lowelevel incoming
experiences to higher level internal expectations,
memories and representations. Ftgvn and bottorup
processes are balanced by a continuum of prnaatiction
and error corrections processes traveling the hierarchy,
Top-down hierarchical shift causes mismatch between
ideas and thougtgchemes, and the actual incoming
environmental occurrences, such biases and mismatch
humper logical reference creadidelusions and
hallucinations.

Negative Signs Restriction. Thinking is rig
and repetitious limited to only two or three
dominating topics. Concrete mode, Lack (
spontaneity and openness, replying to

Disturbance to connectivity (ovepnnection)

millisecondrange integration of brain organizations
specifically, the Central Executive Networks. Over
connection syndrome with neuronal subsystems acting




guestions with only one or two brief
sentences. Cemrrsation lacks free flow
halting.

statisticallyoverly-dependent on each other; the norma
interdependent constraints are excessively strengtheng
The normal smaivorld-organization of brain networks i
disturbed with increased clustering and Hubs suffering
from Adegreeso pr oflaffefedr a
efferent connections). Disturbed Smatbrld-organization
causes brain fixation reduced dynamic activity, as a
conseqguence of this oveonnection spread in the brain,
multimodal brain integration becomes overly constrain
and fcr y s tlikewise @oesdiaus experience
becomes fixated and behavioral repertoire is reduced .
statespace dynamics of hightevel transmodal networks
is restricted and stateajectory dynamics is caught in
local minima repeatedly activating limited statefyon
(perseverations and poverty of thought/speech).

Negative Signs Avolition. Disturbance of
volition interferes in thinking as well as
behavior. No interest or initiative. Tenden(
to avoid eye or face contact.

Disturbance to hierarchal connectivityllisecondrange
integration of brain organizations, specifically the Cent
Executive Networks.. Normally bottenp processes forn
higherlevel constructs; here this process is hampered
deficiency of the formation of higher level brain
organization Higherlevel integration of sensations with
actions are deficient causing disturbance the emergen
property of Omotivationo

Anxiety (Generalized) Fear tension, fatigu
irritability startle response, worries,
anticipation of the worstearful
anticipation, feelings of restlessness,
inability to relax. Difficulty in falling asleep
broken sleep, fatigue on waking,
nightmares, night terrors. Somatic
symptoms trembling, palpitations,
suffocation, dizziness tingling.

Disturbance in the leger minute range activity more
specifically in the Salient Networks of the brain.

Stress and intense network computational activity pert
brain network stability resulting in "Constraint
Frustration" among neurons and network systems. A
connection ixonsidered "frustrated" when the weighted
value of connectivity is in discrepancy with the value of
neuronal activation. In other words within neuronal
ensembles when the value of connection weights are
incompatible with that of values of neuronal actioati
The emergent property of that condition manifests as
anxious sensation. Any increase of computational dem
on the neuronal network can cause frustration to
constraints,

Reactive Anxiety Phobia: Same as
generalized anxiety but stress or phobic
stimuus bound

As above, in reaction to abrupt intense environmental
changes

Depression, (more in the morning), freque
crying, possible nihilistic delusions, and/ot
possible suicidal thoughts or action. Some
symptoms, psychomotor retardation,
impaired oncentration, social disinterest,

selfneglect, Ideas of guilt, hopelessness,

Di sturbance to 0 Adap-scalese
those that span hoursweeks and are responsible for
reducing free energy the differences between internal
representations (emergent constructs) and external
environmental occurrences, these involver more
specifically the Salient Networks of the brain.




worthlessness, blame. Motor speech
retardation, early insomnia, loss of appeti
weight loss.

Deoptimization takes pte when free energy increases
and mismatch between internal representations and
external events becomes larger. Deopitmization dynan|
caused by reduced neuronal plasticity, emerging
(Emergent Property) as depressed mood. Normally the
brain continually pdates internal representations (error
prediction and correction); these are internal
representations of the world of our experiences built frg
memories of past familiarities. The experience continug
updates the internal formations to match what is
transpiring, this process of update reduces inconsisten
(Free Energy) and is cal
optimizes internal representations to match real life evq
and occurrences, when neural plasticity is hampered tt
optimization process is digbed and D®ptimization
dynamics takes over. Mismatch between internal
configurations and actual occurrences transpire, with
depressed mood as a consequent emergent property.

Mania. Elated expansive mood Euphoric;
inappropriate laughter; singing.d3sured,
uninterruptible, continuous speech. Conte
grandiose, superiority, amazing ability,
wealth knowledge, fame, power, and/or
moral stature, can be paranoid. Motor
excitement; continuous hyperactivity
(cannot be calmed). Overt sexual acts.
Hostile, tncooperative; Denies need for
sleep, interview impossible

Di sturbance to AAdaptive
plasticity and optimization creating a fast optimization
shift resulting in fast reduction of free energy with the
emergence (property of) elevated mood. These also
involve more specifically the SalieNetworks of the
brain.

Moderate personality disorders. Predictab
behaviors egocentricity, dependence,
obsessions rigid.

Di sturbance to fiDevel
long organization the DefadMode Networks .
Experience dependentgsticity lifelong processes of
neuronal activations and Hebbian ensembles encode
environmental occurrences creating an internal model
the world and its psychosocial environment. These intg
representations of the world include others and self
represatations, and the social interacting patterns and
emotions. Thus the personality style depends on these
representations. The | ev
of this developmental organization determines the
adaptability, functionality and stability

opm

Sever personality disorders. Unstable
emotionally Easy frustration, impulsive
splitting, brief psychosis risk behaviors
intense transference leself-esteem and
sensitivity to criticism.

Di sturbance to fiDevelopm
long organization the DefauNlode Networks. Early
internal representations are not properly formed,
generating unstable, disinhibited, chaotic, split
experiences. Individualization is not achieved and
experiences are undistinguished from internal identity.




Schizophrenia alternations of positive and
negative signs over time with advanced
severity of negative signs intensifying ove
time.

Possibly once connectivity balance is disrupted the bra
connectivity dynamics starts oscillating. Once
disconnectia happens (positive signs) it triggers an
reconnection dynamics that ovanoots to become over
connectivity (negative s
optimal connectivity again,ov@ronnect i vi t
6di sconnect, 6 &pus hinecgoh
states again, and vice versa.

Bipolar alternations between depression &
mania

Systems try to optimize balance, thus once deoptimize|
the brain may 6tryd -to o
optimization dynamics, oscillations between
deoptimizaion and hypeoptimization can push the
system to oscillatory behavior expressed as mood swi
known phenomologically as bipolar disturbance.

Combined disturbances Anxiety. Anxiety
typically accompanies (comorbid) many
mental disorders

Any disturtances mentioned above, be it connectivity g
plasticity, perturbs the global brain network stability thy
creating spread out of disturbance to constrain frustrat
of the neuronal network in action. Thus such
destabilization emerges (property) as anxiea$ing
which will accompany the relevant brain disturbance

Combined disturbances Personality

When internal configurations of developmental plasticit
are impaired the entire brain neuronal network constru
weak and unstable submitting the entire brain
organizations to plasticity and connectivity imbalances
and disturbances, this can explaistfi why depression
and anxiety are the hallmark phenomology of personal
disorders and secondly, how come brief psychosis can
arise, that is from even more instability reaching levels
connectivity disruptions.

How to validate Neuroanalytic assumptions:

In the case of psychosis and disconnection dynamicsimnaiing is expected to find reduced
correlationmatrixes, disconnection in grajalmalysis (e.g., small world), the opposite is expected for
overconnectivity dynamics, and these asg@ected to happen in the millisecond range timescale, and
affect the Central Executive Networks. Increase error predictions in Dy@emisalModeling are
expected to characterize delusions resulting from hierarchical brain imbalances also releeant to th
Central Executive Networks. Increase and decreased eftrepgurements (of Free Energy) are

expected in Depression and Mania respectively these will be evident at larger timescales of months and

weeks and affect the salience networks. Restiatenetworks (Default Mode) are lifelong (timescale)

developmental brain organizations they are expected to be altered in cases of personality disorders. In

these cases smallorld alterations are expected.



Neuroanalytic treatment

PHENOMENOLOY BRAIN

Treatment

Positive Signs Incoherent thoughts. Loosening of associati
excitement delimits attention, and affects personal function
such as eating and sleeping Frequent repetition of bizarre
rituals, mannerisms, or stereotyped movements.
Disturbanced connectivity (disconnection) millisecomdnge
integration of brain organizations, specifically the Central
Executive Networks.

Positive Signs Delusions and / or hallucinations.
Disturbance to hierarchal connectivity (disconnection)
millisecondrange inegration of brain organizations
specifically the Central Executive Networks.

Direct intervention low dose
antipsychotic combined witteduced
desynchronized personal gamma tAC
sessions.

Indirect intervention usingR
cognitive training for attention an
working memory

Negative Signs Restriction. Thinking is rigid and repetitious
limited to only two or three dominating topics. Concrete mg
Lack of spontaneity and openness, replying to questions w|
only one or two brief sentences. Conversation l&aesflow
halting.

Disturbance to connectivity (oveonnection) millisecond
range integration of brain organizations specifically, the
Central Executive Networks. Over connection syndrome w
neuronal subsystems acting statisticayerly-dependent o
each other; the normal interdependent constraints are
excessively strengthened. The normal siwaitld-
organization of brain networks is disturbed with increased
clustering and Hubs suffer
(i.e., increase of afferent effert connections).

Negative Signs Avolition. Disturbance of volition interferes
thinking as well as behavior. No interest or initiative.
Tendency to avoid eye or face contact.

Disturbance to hierarchal connectivity millisecenashge
integration of brin organizations, specifically the Central
Executive Networks.. Normally botteop processes form
higherlevel constructs; here this process is hampered with
deficiency of the formation of higher level brain organizatio

Direct intervention low dose
antipsychotic combined with
Increased personalized gamma with
synchronized entrenchment of persor
gamma tACS

Indirect intervention usingR
cognitive training primarily for working
memory

Anxiety (Generalized) Fear tension, fatigue, irritability startl
response, worries, anticipation of the worst, fearful
anticipation, feelings of restlessness, inability to relax.
Difficulty in falling asleep, broken sleep, fatigue on waking,
nightmares, night terrors. Somatic symptoms trembling,
palpitations, suffocatiordizziness tingling.

Disturbance in the longer minute range activity more
specifically in the Salient Networks of the brain.

Stress and intense network computational activity perturbs
brain network stability resulting in "Constraint Frustration"
amongneurons and network systems.

Direct plasticity induction to reduce
constraint frustration with 1)
synaptogenetic medications and tDC
or/and random distributed tACS
Indirect intervention of meditation
mindfulness VR relaxation scenarios.




Reactive Anxéty Phobia: Same as generalized anxiety but
stress or phobic stimulus bowrain disturbances as above,
reaction to abrupt intense environmental changes

Direct plasticity induction to reduce
constraint frustration with 1)
synaptogenetic medications aiiCS
or/and random distributed tACS
Indirect intervention of relaxation
during gradual VR exposure
personalized to the specific fear
stimulus.

Depression, (more in the morning), frequent crying, possib
nihilistic delusions, and/or possible suidittzoughts or action.
Somatic symptoms, psychomotor retardation, impaired
concentration, social disinterest, sedglect, Ideas of guilt,
hopelessness, worthlessness, blame. Motor speech retard
early insomnia, loss of appetite weight loss.

Disturtbmce to AAdapt i ve -s@aesthdse
that span hours to weeks and are responsible for reducing
energy the differences between internal representations
(emergent constructs) and external environmental occurref
these involver morspecifically the Salient Networks of the
brain.

Direct plasticity induction to reduce
iFree Energyo Wi
medications and tDCS or/and randorn]
distributed tACS

Indirect intervention CBlevel
psychotherapy, with VR technology.

Mania.Elated expansive mood Euphoric; inappropriate
laughter; singing. Pressured, uninterruptible, continuous
speech. Content grandiose, superiority, amazing ability, we
knowledge, fame, power, and/or moral stature, can be
paranoid. Motor excitement; contious hyperactivity (cannot
be calmed). Overt sexual acts. Hostile, uncooperative; Der]
need for sleep, interview impossible

Di sturbance to fiAdapt i-pladicitp
and optimization creating a fast optimization shift resulting
fast reduction of free energy with the emergence (property
elevated mood. These also involve more specifically the
Salient Networks of the brain.

Direct intervention should take a
direction of transient periodic inhibitio
on plasticity mechanismdyus
increasing free energy lowering mood
elevation.

Having resemblance to psychosis
should induce psychosike
interventions, both direct and indirect|

Moderate personality disorders. Predictable behaviors
egocentricity, dependence, obsessions rigid

Di sturbance to fADevel opmen
organization the Defaultlode Networks . Experience
dependent plasticity lifelong processéseuronal activations
and Hebbian ensembles encode environmental occurrence
creating an internal model of the world and its psychosocid
environment. These internal representations of the world
include others and selépresentations, and the social
interacting patterns and emotions.. Sever personality disor(
Unstable emotionally Easy frustration, impulsive splitting,
brief psychosis risk behaviors intense transferenceski
esteem and sensitivity to criticism.

Di sturbance to iidietvyed otpmatn

Primarily treatment of biased internal
representations is that of corrective
experience dependent plasticity which
can be effectively delivered if
psychotherapy process is optimally
exercised. Thus the indirect
intervention is tk primary one in the
case of personality disorders. Howev¢
if the brain could become highly plast
like the brain of a 3ear old child, then
it can be predicted that the
psychotherapeutic process could
advance faster and more effectively.
Thus the direcintervention can take




long organization the DefatiMode Networks. Early internal
representations are not properly formed, generating unstak
disinhibited, chaotic, split experiences. Individualization is 1
achieved and experiences are undistingaighem internal
identity.

the form of that for depression but for
longer periods, such as years, accord
to the progress of the treatment.
VR controls the experience more
effectively than regular psychotherapy
thus can be used to diagnose and treg
moreeffectively. VR scenarios can be
designed to elicit specific personality
related behaviors in patients, the

behavior becomes diagnostic and the,
scenarierelated behavior can them be
used for therapy altered to become a
Afcorrectiveodo expe

Negative

PD

Psychosis ~ signs Anxiety Phobia Depression Mania PD low

Ll

| |
&

Marked
Moderate ® @
Mild
h @ | @ [ @
Executiv Salienc Salienc Default
¢ € v €
Disconnectivity over- Constraint Constraint Deoptimization optimization DMN DMN
connectivity  frustration frustration Distorted rudimental
J/J stimulus
Synapt Synapt Synapt Synapt
Direct _ | Antypsych | | Antypsych | | ogenes | | ogenesi | | ogenes Antypsych ogenes
MEDs Low dose Low dose is s is Low dose is
‘ | (SSRI) (SSR1) (SSR1) ‘ (SSRI)
I [ [ [
tACS
Dived tACS | | tACS | | tDCS | | tbcs | | tDCS tDCs
gamma gamma trACS trACS trACS gamma trACS
desynch enternch desynch
VR VR VR VR
. : VR VR VR
— — — — |— —— Concentrat —
Indirect: Con.centrat Working Relax desans CBT n‘ ntr. Exp-dep-plast
ion memory ion




REFERENCES

Anikeeva R Lieber CM Cheon JCreating~unctional Interfaces with Biological Circuité.cc Chem
Res.2018 May 15;51(5):987.

Alivisatos AP,Andrews AM,Boyden ESChun M,Church GM,Deisseroth KDonoghue JP;raser
SE, LippincottSchwartz JLooger LL,Masmanidis S,McEuen PNurmikko AV, Park H,Peterka
DS, Reid C,Roukes ML,Scherer ASchnitzer M, Sejnowski TJShepard KL;Tsao D,Turrigiano

G, Weiss PSXu C,Yuste RZhuang X.Nanotoolsfor neurosciencand brain activity mapping. ACS
Nano.2013 Mar 26;7(3):18566

Arnsten AF,Paspalas CDGamo NJ,Yang Y,Wang M. Dynamic Network Connectivity: A new form
of neuroplasticity. Trends Cogn S2D10 Aug;14(8):36Y5.

Andrea AntalandWalter Paulus. Transcranial alternating current stimulation (tACS) Front Hum
Neurosci 2013; 7: 317Published online 2013 Jun 28.

Arnsten AF, Paspalas CDGamo NJYang Y, Wang M _Dynamic Network Connectivity: A new form
of neuroplasticityTrends Cogn ScR010;14(8):365/5.

Allen R.M. and Young S.J. (1978) Phencyclidinduced psychosigsmerican Journal of Psychiatry
135, 10811084.

Andreone N, Tansella M, Cerini R, Versace A, Rambaldelli G, Perlini C, Dusi N, Pelizza L,
Balestrieri M, Barbui C, Noskl, Gasparini A, Brambilla P. Cortical whit@atter microstructure in
schizophrenia: Diffusion imaging studye British Journal of Psychiat2007) 191: 113119

Aybek S GronchiPerrin A Berney A, Chiuvé SCVillemure JG Burkhard PRVingerhoets FJ
Long-term cognitive profile and incidence of dementia after $IBE in Parkinson's diseaddov
Disord.2007 May 15;2¢7):97481.

Adery LH, Ichinose M Torregrossa LMWade JNichols H Bekele E Bian D, Gizdic A, Granholm E
Sarkar N Park SThe acceptability and feasibility of a nowéttual realitybased social skillgaining
game forschizophreniaPreliminary findingsPsychiatry Res2018 Dec;270:49602.

American Psychiatric AssociatigpSM-1V-TR) Diagnostic and statistical manual of mental
disorders 4th edition, text revision. Whasgton, DC: American Psychiatric Press, Inc, 2000.
Andreasen N.C. (1997) Linking mind and brain in the study of mental illnesses: A project for a
scientific psychopathologycience275, 15861596.


https://www.ncbi.nlm.nih.gov/pubmed/?term=Anikeeva%20P%5BAuthor%5D&cauthor=true&cauthor_uid=29758988
https://www.ncbi.nlm.nih.gov/pubmed/?term=Lieber%20CM%5BAuthor%5D&cauthor=true&cauthor_uid=29758988
https://www.ncbi.nlm.nih.gov/pubmed/?term=Cheon%20J%5BAuthor%5D&cauthor=true&cauthor_uid=29758988
https://www.ncbi.nlm.nih.gov/pubmed/29758988
https://www.ncbi.nlm.nih.gov/pubmed/29758988
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Aybek%20S%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Gronchi-Perrin%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Berney%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Chiuv%C3%A9%20SC%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Villemure%20JG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Burkhard%20PR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Vingerhoets%20FJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Mov%20Disord.');
javascript:AL_get(this,%20'jour',%20'Mov%20Disord.');
https://www.ncbi.nlm.nih.gov/pubmed/?term=Adery%20LH%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Ichinose%20M%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Torregrossa%20LJ%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Wade%20J%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Nichols%20H%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Bekele%20E%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Bian%20D%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Gizdic%20A%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Granholm%20E%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Sarkar%20N%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/?term=Park%20S%5BAuthor%5D&cauthor=true&cauthor_uid=30326433
https://www.ncbi.nlm.nih.gov/pubmed/30326433

Andreasen N.C. and Olsen S. (1982) Negative and poSitikizophrenia: Definition and validation.
Archives of General Psychiatr§9, 789794.

Andreasen N.CThe Scale for Assessment of Positive Symptoms (38w&City, University of
lowa, 1984.

Almgren H,Van de Steen Kihn S,Razi A, Friston K Marinazzo D. Variability and reliability of
effective connectivity within the core default mode network: A rrite longitudinal

spectraDCM study. Neuroimage2018 Aug 27;183:75768.

Andreasen N.CThe Scale for the Assessment of Negative Symp8AhS(] lowa City, University of
lowa, 1983.

Ariety X. and Goldstein K American Handbook of Psychiatifew York, Basic Books,1959.

Baars B.BA Cognitive Theory of Consciousneew York,Oxford University Press, 1988.

Barker A.T., Jalinous R. arféreeston I.L. (1985) Noninvasive magnetic stimulation of the human
motor cortexLancet1(8437),11061107.

Bonadonna RMeditatioris impact on chronic illnesg-olist Nurs Pract2003 NovDec;17(6):30919.
Berking C., Takemoto R., Schaider H., Showe L., Satyamoorthy K., Robbins P. and Me{2001)
Transforming growth factebetal increases survival of human melanoma through stroma remodeling.
Cancer ResearcBl, 83068316.

Bakay RA Deep brain stimulation for schizophrenia. Stereotactic Functional Surgery. June 26 2009
Berdyeva TK and Reylds JH. The dawning of primate Optogenetics. Neuron 62, Aptil 30, 2009
159160.Beckstead, R.M. and Frankfurter, A. (1982) The distribution and some morphological
features of substantia nigra neurons that project to the thalamus , superior colliculus and
pedunculopontine nucleus in monkey. Neuroscience.7: FBliEhsbaum MS, Buchsbaum BR,
Hazlett EA, Haznedar MM, Newmark R, Tang CY, and Hof. RBlative Glucose Metabolic Rate
Higher in White Matter in Patients With Schizophrenia. Am J Psychiatry 1641082, July 2007
Bluhm RL, Miller J, Lanius RA, Osuch EA, Boksman K, Neufeld R, Théberge J, Schaefer B,
Williamson P. Spontaneous Lekrequency Fluctuations in the BOLD Signal in Schizophrenic
Patients: Anomalies in the Default Network. Schizophr Bull. 200733(4):100412.Brambilla P,
Tansella M. The role of white matter for the pathophysiology of schizophrenia. Int Rev Psychiatry
2007 Aug;19(4):45%8 Buckner RL, Carroll DC. Selprojection and the brain. Trends Cogn Sci.
2007 Feb;11(2):4%7.

Berdyyeval K, Reynolds JH. The dawning of primate optogenetics. Neuron. 2009;626069


https://www.ncbi.nlm.nih.gov/pubmed/?term=Bonadonna%20R%5BAuthor%5D&cauthor=true&cauthor_uid=14650573
https://www.ncbi.nlm.nih.gov/pubmed/14650573

Bliss T.V.P. and Gardnévledwin A.R. (1973) Longasting potentiation of synaptic transmission in
the dentate area of the unanaesthetiabtit following stimulation of the prefrontal patlournal of
Physiology 232, 357374.

Brun G Verdoux H Couhet G Quiles C [Computerassisted therapy and video games in
psychosocial rehabilitation fachizophrenigatients]. Encephale2018 Sep;44(4):36371.

Brunoni AR SampaieJunior B Moffa AH, Aparicio LV, Gordon RKlein I, Rios RM, Razza LB

Loo C, Padberg Fvaliengo L Noninvasive brairstimulationin psychiatric disorders: a primdraz J
Psychiatry2018 Oct 11. pii: S15384462018005007103.

Brustein E., Rossignol S. (1999) Recovery of locomotion after ventral and ventrolateral spinal lesions
in the cat. Il. Effects of noradrenergic and serotoninergic ddogsnal of Neurophysiologgl, 1513
30Carlson LE Distress Management Through MiBidy Therapies in Oncology.Natl Cancer Inst
Monogr.2017 Nov 1;2017(52).

Cajal S.R.Histologie du Systeme Nerveux de L'homme et des Vertdtadsd, InstituteRamon y
Cajal 1952 ed., Vol. 2. Madrid: Instituto Ramon y Cajal, 1911.

Cambel A. B. (1993Rpplied Chaos Theory: A paradigm for complex&gan Diego, CA, Academic
Press, Inc.

Christiansen MGHowe CM, Bono DG Perreault DJAnikeeva P Practical methods for generating
alternating magnetic fields for biomedical reseaR¥w Sci Instrum2017 Aug;88(8):084301.

Culpepper L. Neuroanatomy and physiologyxognition J Clin Psychiatry2015 Jul;76(7):€900.
Christiansen C., Abreu B., Ottenbacher K., HuffmanMasel B. and Culpepper R. (1998) Task
performance in virtual environments used for cognitive rehabilitation after traumatic brain injury.
Archives of Physical Medicine and Rehabilitaticghy 888892.

Cohen J.D., Braver T.S., (1996) O'reilly R.C., A conapional approach to prefrontal cortex,
cognitive control and schizophrenia: recent developments and current challmgesophical
Transactions of the Royal Society of Londéi51527.

Cho RY, Konecky RO, Carter CS. Impairments in frontal cortical garsynchrony and cognitive
control in schizophrenid@roc Natl Acad Sci U S A2006;103:1987819883

Chan, C.S., Shigemoto, R., Mercer, J.N., Surmeier, D.J. (2002) HCN2 and HCN1 channels govern the
regularity of autonomous pacemaking and synaptic resettigipbus pallidus neurons. J. Neurosci.
24


https://www.ncbi.nlm.nih.gov/pubmed/?term=Brun%20G%5BAuthor%5D&cauthor=true&cauthor_uid=29501256
https://www.ncbi.nlm.nih.gov/pubmed/?term=Verdoux%20H%5BAuthor%5D&cauthor=true&cauthor_uid=29501256
https://www.ncbi.nlm.nih.gov/pubmed/?term=Couhet%20G%5BAuthor%5D&cauthor=true&cauthor_uid=29501256
https://www.ncbi.nlm.nih.gov/pubmed/?term=Quiles%20C%5BAuthor%5D&cauthor=true&cauthor_uid=29501256
https://www.ncbi.nlm.nih.gov/pubmed/29501256
https://www.ncbi.nlm.nih.gov/pubmed/?term=Brunoni%20AR%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Sampaio-Junior%20B%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Moffa%20AH%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Apar%C3%ADcio%20LV%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Gordon%20P%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Klein%20I%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Rios%20RM%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Razza%20LB%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Loo%20C%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Padberg%20F%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Valiengo%20L%5BAuthor%5D&cauthor=true&cauthor_uid=30328957
https://www.ncbi.nlm.nih.gov/pubmed/30328957
https://www.ncbi.nlm.nih.gov/pubmed/30328957
https://www.ncbi.nlm.nih.gov/pubmed/?term=Carlson%20LE%5BAuthor%5D&cauthor=true&cauthor_uid=29140490
https://www.ncbi.nlm.nih.gov/pubmed/29140490
https://www.ncbi.nlm.nih.gov/pubmed/29140490
https://www.ncbi.nlm.nih.gov/pubmed/?term=Christiansen%20MG%5BAuthor%5D&cauthor=true&cauthor_uid=28863666
https://www.ncbi.nlm.nih.gov/pubmed/?term=Howe%20CM%5BAuthor%5D&cauthor=true&cauthor_uid=28863666
https://www.ncbi.nlm.nih.gov/pubmed/?term=Bono%20DC%5BAuthor%5D&cauthor=true&cauthor_uid=28863666
https://www.ncbi.nlm.nih.gov/pubmed/?term=Perreault%20DJ%5BAuthor%5D&cauthor=true&cauthor_uid=28863666
https://www.ncbi.nlm.nih.gov/pubmed/?term=Anikeeva%20P%5BAuthor%5D&cauthor=true&cauthor_uid=28863666
https://www.ncbi.nlm.nih.gov/pubmed/28863666

Castner JEChenery HJCopland DA Coyne TJSinclair F, Silburn PA Semantic and affective
priming as a function of stimulation of the subthalamic nucleus in Parkinson's dBesase2007
May;130(Pt 5):1398107. Epub 2007 Apr 12

Creutzfeldt OD. Neurophysiogical mechanisms and consciousness Ciba Found Symp.
1979;(69):21733.

Cottone G Cancelli A Pasqualetti PPorcaro CSalustri G Tecchio F A new, highefficacy, non
invasivetranscraniaklectric stimulation tuned to local neurodynamitdleurosci2017 Dec 1. pii:
2521-16.

Coyle J.T. and Duman R.S. (2003) Finding the intracellular signaling pathways affected by mood
disorder treatment®leuron 38, 157160.

Davis K.L., Kahn R.S., Ko G. and Davidson M. (1991) Dopamine in schizophrenia: A review and
reconceptualizatiorAmerican Journal of Psychiatd48, 14741486.

Ditto W.L., and Pecora L.M. (1993) Mastering Chadsientific America8, 2532.

D& Ur sMantdsani A Patti S Toscano Ede Bartolomeis ATranscraniaDirect Current
Stimulationin ObsessiveCompulsive Disorder, Posttraumatic Stress DisorderAsixiety Disorders.

J ECT.2018 Sep;34(3):17281.

Edelman, G. MNeural darwinism The Theory of Neuronal Group Selectiddew York, Basic
Books,1987

Erikson, E.H. Childhood and Soctg. New York, W.W. Norton, C1963.

Fairbairn, R.D. OEndopsychic struct ArGhjecconsi der ¢
Relationships Theory of the Personalitgw York, Basic Books 1944, 8236.

Feinberg, I. and Guazzelli, M. (1999) Schizogtia-a disorder of the corollary discharge systems that
integrate the motor systems of thought with the sensory systems of conscioBsgtissslournal of
Psychiatryl74, 196204.

FoggWaberski, J. and Waberski W. (2000) Electroconvulgieeapy: Clinical science vs.
controversial perception€.onnecticut Mediciné4, 335337.

Frances, A.J., and Egger, H.1., (1999) Whither psychiatric diagn®kes Australian and New Zealand
Journal of Psychiatr33,161165

Fortenbaugh FC, DeGutis J,tBsnan M.Recent theoreticaheural, and clinical advances in
sustainedttentionresearch.Ann N Y Acad Sci2017;1396(1):7®1.


http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Castner%20JE%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Chenery%20HJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Copland%20DA%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Coyne%20TJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sinclair%20F%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Silburn%20PA%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Brain.');
https://www.ncbi.nlm.nih.gov/pubmed/?term=Cottone%20C%5BAuthor%5D&cauthor=true&cauthor_uid=29196322
https://www.ncbi.nlm.nih.gov/pubmed/?term=Cancelli%20A%5BAuthor%5D&cauthor=true&cauthor_uid=29196322
https://www.ncbi.nlm.nih.gov/pubmed/?term=Pasqualetti%20P%5BAuthor%5D&cauthor=true&cauthor_uid=29196322
https://www.ncbi.nlm.nih.gov/pubmed/?term=Porcaro%20C%5BAuthor%5D&cauthor=true&cauthor_uid=29196322
https://www.ncbi.nlm.nih.gov/pubmed/?term=Salustri%20C%5BAuthor%5D&cauthor=true&cauthor_uid=29196322
https://www.ncbi.nlm.nih.gov/pubmed/?term=Tecchio%20F%5BAuthor%5D&cauthor=true&cauthor_uid=29196322
https://www.ncbi.nlm.nih.gov/pubmed/29196322
https://www.ncbi.nlm.nih.gov/pubmed/?term=D%CA%BCUrso%20G%5BAuthor%5D&cauthor=true&cauthor_uid=30095684
https://www.ncbi.nlm.nih.gov/pubmed/?term=Mantovani%20A%5BAuthor%5D&cauthor=true&cauthor_uid=30095684
https://www.ncbi.nlm.nih.gov/pubmed/?term=Patti%20S%5BAuthor%5D&cauthor=true&cauthor_uid=30095684
https://www.ncbi.nlm.nih.gov/pubmed/?term=Toscano%20E%5BAuthor%5D&cauthor=true&cauthor_uid=30095684
https://www.ncbi.nlm.nih.gov/pubmed/?term=de%20Bartolomeis%20A%5BAuthor%5D&cauthor=true&cauthor_uid=30095684
https://www.ncbi.nlm.nih.gov/pubmed/30095684

Ford JM, Roach BJ, Faustman WO, Mathalon DH. Synch before you speak: auditory hallucinations in
schizophreniaAm J Psychiary. 2007;164:45B466.

Ford JM, Roach BJ, Faustman WO, Mathalon DH.-@ftgynch and oubf-sorts: dysfunction of

motorsensory communication in schizophrer#&l Psychiatry2008;63:736743.

FristonK. The history of the future of the Bayesian bréleuroimage2012;62(2):123¢8

Friston K.Active inference anffeeenergy Behav Brain Sci2013;36(3):2123

Freud S.Standard Edition of the Complete Psychological WorlSigfihund FreudVol. 1. London:

Hogarth Press, 195B966.

Freud, Anna. (1936)he ego and the mechanisms of defeNesv York: International Universities

Press.

Freud, S. (1938) 6Splitting of the exy® i n the pr
Freud, S. (1966). Project for a Scientific Psychology. In J. Stachey (Ed.). The Standard Edition of the
Complete Psychological Works of Sigmund Freud. London: Hogarth Press, Volume [, {87295

Freud, S. 1915a. 061 nst irdeditios 14a167040.t hei r Vvi ci SSi t U
Freud, S. 1915b. O6Repre€s88siond standard edition
Freud, S. 1915c. O6the unibnsciousd standard edit
Freud, Sigmund. (1900a). The interpretation of dre&Bs4-5: 1-625.

Freud, Sigmund. (1923e). The infdatgenital organization (An interpolation into the theory of

sexuality).SE 19: 141145,

Freud, Sigmund. (1926d [1925]). Inhibitions, symptoms and an&&\20: 75172.

Friston K.J., and Frith C.D. (1995) Schizophrenia a disconnection synd@ime&al Neuroscience

3, 8997.

Firth J Torous JCarney RNewby J Cosco TD Christensen HSarris JDigital Technologies in the

Treatment of Anxiety: Recent Innovations and Future DirectiOns.PsychiatryRep.2018 May

19;20(6):44.

Freeman DReeve SRobinson A Ehlers A Clark D, Spanlang BSlater M Virtual realityin
theassessmentnderstanding, and treatment of mental health disorégyshol Med2017

Oct;47(14):2392400.

Frith C.D., Friston K.J., Liddle P.F. and Frackowks.J. (1991) Willed action and the prefrontal

cortex in man: A study with PEProceedings of the Royal Society of London 244(B)-2484.

Fromm E. Escape From Freedom. New York, Rinehart, 1941.


https://www.ncbi.nlm.nih.gov/pubmed/22023743

Fuster J.M.Memory in the Cerebral Cortex. An Empiriggbproach to Neural Networks in the
Human and Nonhuman Primateondon: Cambridge, Massachusetts, The MIT Press 1995.

Fuster J.M. (1997) Network Memorjrends in Neuroscien@9, 451459.

Glantz, L.A. and Lewis D.A. (1997) Reduction of synaptophysimimoreactivity in the prefrontal
cortex of subjects with schizophrenia. Regional and diagnostic specificityives of General
Psychiatry54, 943952.

Globus, G. (1992) Toward a Noncomputational Cognitive Neurosciéaaenal of Cognitive
Neurosciencd, 299310.

Goff, D.C., Leahy, L., Berman, I., Posever, T., Herz, L., Leon, A.C., Johnson, S.A., Lynch, G. (2001)
A placebaecontrolled pilot study of the ampakine CX516 added to clozapine in schizopliemiaal

of Clinical Psychopharmacolodgdl, 484487 .

GoldmanRakic P.S. (1996) The Prefrontal Landscape: Implications of Functional Architecture for
Understanding Human Mentation and the Central ExeclRivéosophical Transactions of the Royal
Society of London14441451.

GomesOsman Jindahlastari AFriedPJ Cabral DLF Rice J Nissim NR Aksu S McLaren ME
Woods AJNor-invasiveBrain Stimulation Probing Intracortical Circuits and Improving Cognition in
the AgingBrain. Front Aging Neurosci2018 Jun 8;10:177.

GoldmanRakicP.S., Circuitry of Prefrontal Cortex and the Regulation of Behavior by
Representational Knowledge.: Mountcasel P.F., Bethesda V., eédandbook of Physiology, Vol 5
American Physiological Society, 1987, 3487.

GoldmanRakic P.S., Working Memory Dysfction in Schizophrenidournal of Neuropsychiatry
1994; 6(4): 348356.

Gombos, Z.., Spiller, A., Cottrell, G.A., Racine, R.J. and Mcintyre Burnham W. (1999) Mossy fiber
sprouting induced by repeated electroconvulsive shock seiBrees.Researci844,28-33.

Gros DE Antony MM. Theassessmertnd treatment of specific phobiasesiew.

Curr PsychiatryRep.2006 Aug;8(4):29803.

Grace A.A. (1991) Phasic versus tonic dopamine release and the modulation of dopamine system
responsivity: A hypothesis fahe etiology of schizophreniéleuroscience4l, 1-24.

Gross, M.., Slater, E., and Roth, Mlinical Psychiatry London, MacMillan Publishing Co, 1954.
Tindall B., ed.

Gundlach CMiiller MM?, Nierhaus TVillringer A, Sehm B.


https://www.ncbi.nlm.nih.gov/pubmed/?term=Indahlastari%20A%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=Fried%20PJ%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=Cabral%20DLF%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=Rice%20J%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=Nissim%20NR%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=Aksu%20S%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=McLaren%20ME%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/?term=Woods%20AJ%5BAuthor%5D&cauthor=true&cauthor_uid=29950986
https://www.ncbi.nlm.nih.gov/pubmed/29950986

Modulation of SomatosensoAlpha Rhythm byTranscraniaAlternatingCurrentStimulation at Mu
FrequencyFront Hum Neurosck017 ;11:432.

GevaAB, PeledA. Simulation d cognitive disturbances by a dynamic threshold semantic neural
network.J Int Neuropsychol So2000;6(5):60819.

Gallinat J, Winterer G, Herrmann CS, Senkowski D. Reduced oscillatory gammleresponses in
unmedicated schizophrenic patients indicateaimgal frontal network processinglin
Neurophysiol2004;115:186B1874.

Gingrich JA,Malm H, Ansorge MSBrown A, Sourander ASuri D, Teixeira CM,Caffrey Cagliostro
MK, Mahadevia DWeissman MM. New Insights into Ho@erotoninSelective
Reuptakdnhibitors Shape the Developing Brain. Birth Defects Ra¥7;109(12):924032.

Globus, G. (1992) Toward a Noncomputational Cognitive Neurosciéauaenal of Cognitive
Neurosciencd, 299310.

Guye M,Bettus G Bartolomei F.CozzonePJ. Graph theoretical analysis of structural and functional
connectivity MRI in normal and pathological brain netwoM&GMA. 2010;23(56):40921.

Hallett, M. (2000) Transcranial magnetic stimulation and the human btainre406(6792), 147
150.

Haukas RB, Gjerde IBYarting G Hallan HE Solem SA Randonized Controlled Trial Comparing
the Attention Training Technique and Mindful SElémpassion for Students With Symptoms of
Depression andnxiety. Front Psychol2018 May 25;9:827

Hashimoto T, Volk DW, Eggan SM, Mirnics K, Pierri JN, Sun Z, et al. Gene expression deficits in a
subclass of GABA neurons in the prefrontal cortex of subjects with schizophtenia.
Neurosci.2003;23:63156326.

Hsu WY, Zanto TPyvan Schowenburg MR Gazzaley A. Enhancement of multitasking performance
and neural oscillations by transcranial alternating current stimul&tlat

One.2017;12(5):e0178579.

Hebb D.O.,The Organization of BehavioNewYork, John Wiley & Sons, 1949

Hopfield, J.J., (1982) Neural networks and physical systems with emergent collective computational
abilities.Proceedings of the National Academy of Scieii®e25542558.

Hartmann, Heinz, Kris, Ernst, and Loewenstein, Rudolph M. (1%8&Hers on psychoanalytic

psychologyNew York: International Universities Press.


https://www.ncbi.nlm.nih.gov/pubmed/?term=Peled%20A%5BAuthor%5D&cauthor=true&cauthor_uid=10932480
https://www.ncbi.nlm.nih.gov/pubmed/?term=Varting%20G%5BAuthor%5D&cauthor=true&cauthor_uid=29887823
https://www.ncbi.nlm.nih.gov/pubmed/?term=Hallan%20HE%5BAuthor%5D&cauthor=true&cauthor_uid=29887823
https://www.ncbi.nlm.nih.gov/pubmed/?term=Solem%20S%5BAuthor%5D&cauthor=true&cauthor_uid=29887823
https://www.ncbi.nlm.nih.gov/pubmed/29887823

Hartmann, Heinz. (1939Essays on ego psychologyew York: International Universities Press,

1964.

Hartmann, Heinz. (1950). Comments on the psychoanalytic theory of thesghoanalytic Study of
the Child 5, 7496.

Hartmann, Heinz.. (1939Ego psychology and the problem of adaptatidaw York: International
Universities Press, 1958.

He W, Fong PY, Leung TWH Huang YZProtocols of noaAnvasivebrain stimulationfor

neuroplasticity inductiorNeurosci Lett2018 Feb 21. pii: S0363940(18)301277

Hebb D.O.,The Organization of BehavioNew York, John Wiley & Sons, 1949.

Herz, J., Krogh, A., and Richard, G.P., (199@)roduction to the Theory of Neural Compudeti

Santa Fe, Santa Fe Institute Addison Wesley.

Hinton, G.E., Implementing semantic networks in parallel hardwaredrallel Models of Associative
Memory Hillsdale, Erlbaum 1981

Hoffman R.E. (1992) Attractor Neural Networks and Psychotic DisorBeyshiatric Annals22,
119124.

Hoffman R.E., Hawkins K.A., Gueorguiera R., Boutros N.N., Rachid F., Carroll K., and Krystal J.H.
(2003) Transcranial magnetic stimulation of left temporoparietal cortex and medication resistant
auditory hallucinationsArchives of General Psychiatrg0, 4956.

Hoffman R.E., Oats, E., Hafner, J., and Husting, H.H. (1994) Semantic organization of hallucinated
"Voices" in schizophrenigAmerican Journal of Psychiatid51, 12291230.

Hoffman, R.E., Buchsbaum, M.S., abehsen, R.V. (1996) Dimensional complexity of EEG
waveforms in neuroleptifree schizophrenic patients and normal control subjéatgnal of
Neuropsychiatryl, 436441.

Hokfelt, T.,Bartfai, T., and Bloom, F. (2003) Neuropeptides: opportunitiesifug discovery Lancet
Neurology 2, 463172.

Hopfield, J.J., (1982) Neural networks and physical systems with emergent collective computational
abilities.Proceedings of the National Academy of Scieii®e25542558.

Hwang, L.L., and Dun, N.J. (1999krotonin modulates synaptic transmission in immature rat

ventrolateral medulla neurons in vittdeuroscienc®1, 959970.


https://www.ncbi.nlm.nih.gov/pubmed/?term=He%20W%5BAuthor%5D&cauthor=true&cauthor_uid=29476796
https://www.ncbi.nlm.nih.gov/pubmed/?term=Fong%20PY%5BAuthor%5D&cauthor=true&cauthor_uid=29476796
https://www.ncbi.nlm.nih.gov/pubmed/?term=Leung%20TWH%5BAuthor%5D&cauthor=true&cauthor_uid=29476796
https://www.ncbi.nlm.nih.gov/pubmed/?term=Huang%20YZ%5BAuthor%5D&cauthor=true&cauthor_uid=29476796
https://www.ncbi.nlm.nih.gov/pubmed/29476796
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=pubmed&cmd=Search&itool=pubmed_AbstractPlus&term=%22Bartfai+T%22%5BAuthor%5D

Isaacs, Susan. (1952). On the nature and function of phantasy In M. Klein, P. Heimann, S. Isaacs and
J. Riviere (Eds.)Pevelopmerstin psycheanalysis(p. 67121). (Reprinted froninternational Journal

of Psychoanalysj®9 (1948), 7397.)

Jackson, J.H. (1969) Certain points in the study and classification of diseases of the nervous system.
Lancet1(307), 344379.

Jo, J.H., Park E.JLee J.K., Jung M.W., and Lee C.J., (2001) Lipopolysaccharide inhibits induction of
long-term potentiation and depression in the rat hippocampal CAlEuezpean Journal of
Pharmacology422, 6976.

Jung, C.GThe Development of PersonalitiNew York;Pantheon Books, 1954.

Kandel, E.R. (1989) Genes, nerve cells, and the remembrance of thingopasl of

Neuropsychiatry and Clinical Neuroscientel03125.

Kandel, E.R.Principles of Neural Scienc&andel E.R., Schwartz J.H., Jessell T.M., étwwalk,

Conn. ,Appleton & LangeC1991

Kirchhoff M, Parr T, Palacios HEriston K, Kiverstein J. The Markov blankets of life: autonomy,

active inference and tifeeeenergyprinciple.J R Soc Interface2018;15(138).

Kekic M, Boysen ECampbell IC Schmidt U A systematiaeviewof the clinical efficag

of transcranial direct current stimulation (tDCS) in psychiatric disorddPsychiatr Re2016;74:70

86.

Kauffman S. A. The Origin of Order: Selbrganization and selection in evolutioriNew York:

Oxford University Press. 1993, pp. 1318.

Kendell, R. and Jablensky, A. (2003) Distinguishing between the validity and utility of psychiatric
diagnosesAmerican Journal of Psychiatd60, 412.

KenneyJung DL, Blacker CJ Camsari DD Lee JG Lewis CPR Transcranial Direct Current

Stimulation Mechanisms and Psychiatric Applicatio@ild Adolesc Psychiatr Clin N An2019
Jan;28(1):5%0.

Kernberg,, O.F. ObjedRelations Theory and Clinical Psychoanalysis. NewkyJ. Aronson, 1978,
c1976.

King, C. C. (1991) Fractal and Chaotic Dynamics in Nervous Systrogress in Neurobiolog$6,
279-308.


https://www.ncbi.nlm.nih.gov/pubmed/?term=Kekic%20M%5BAuthor%5D&cauthor=true&cauthor_uid=26765514
https://www.ncbi.nlm.nih.gov/pubmed/?term=Boysen%20E%5BAuthor%5D&cauthor=true&cauthor_uid=26765514
https://www.ncbi.nlm.nih.gov/pubmed/?term=Campbell%20IC%5BAuthor%5D&cauthor=true&cauthor_uid=26765514
https://www.ncbi.nlm.nih.gov/pubmed/?term=Schmidt%20U%5BAuthor%5D&cauthor=true&cauthor_uid=26765514
https://www.ncbi.nlm.nih.gov/pubmed/26765514
https://www.ncbi.nlm.nih.gov/pubmed/?term=Kenney-Jung%20DL%5BAuthor%5D&cauthor=true&cauthor_uid=30389076
https://www.ncbi.nlm.nih.gov/pubmed/?term=Blacker%20CJ%5BAuthor%5D&cauthor=true&cauthor_uid=30389076
https://www.ncbi.nlm.nih.gov/pubmed/?term=Camsari%20DD%5BAuthor%5D&cauthor=true&cauthor_uid=30389076
https://www.ncbi.nlm.nih.gov/pubmed/?term=Lee%20JC%5BAuthor%5D&cauthor=true&cauthor_uid=30389076
https://www.ncbi.nlm.nih.gov/pubmed/?term=Lewis%20CP%5BAuthor%5D&cauthor=true&cauthor_uid=30389076
https://www.ncbi.nlm.nih.gov/pubmed/30389076

Kim M, Kwak YB, Lee TY, Kwon JSModulation of Electrophysiology byranscranial Direct

Current Stimulationn Psychiatric Disorders: A SystemaReview Psychiatry Investigz018
May;15(5):434444.

Klaas, E.S., Baldeweg, T., and Friston, J.K. (2006) Synaptic plasticity and disconnection in
schizophreni@iological Psychiatrys9,929-939

Klein, E., Kreinin. I., Chistyakov, A., Koren, D., Mecz, L., Marmur, S., Edrachar, D., and Feinsod,
M. (1999) Therapeutiefficacy of right prefrontal slow repetitive transcranial magnetic stimulation in
major depression: A doubldind controlled studyArchives of General Psychiatry6: 315320.

Klein, Melanie. (1952). Somheoretical conclusions regarding the emotional life of the infant. In
Envy and gratitude and other works, 198863 (pp. 6293). Klein, Melanie London: Hogarth, 1975.
(1958). On the development of mental functioningetvy and gratitude and other worki946

1963 (pp. 236246). London: Hogarth, 1975.

Klimesch, W., Savseng, P., and Gerloff, C. (2003) Enhancing cognitive performance with repeated
transcranial magnetic stimulation at human individual alpha frequ&uocgpean Journal of
Neurosciendel7,11291133.

Klosterkotter,J. (1992) The meaning of basic symptoms for the development of schizophrenic
psychosedNeurology Psychiatry and Brain Reseaf;i3041.

Kohut H. The Analysis of the Self: A Systematic Approach to Psychoanalitic Treatment of
Narcissistic Personality DisordersMadison, Wis. Jnternational Universities Prese971

Kondratyev, A., Sahibzada, N., and Gale, K. (2001) Electroconvulsive shock exposure prevents
neuronal apoptosis after kainic acdoked status epilepticuBrain Research. Molecular Brain
Research9l, 113.

Koukkou, M., Federspiel, A., Braker, E., Hug, C., Kleinlogel, H., Merlo, M.C., Lehmann, D., (2000)
An EEG approach to the neurodevelopmental hypothesis of schizophrenia studying schizophrenics,
normal controlsand adolescentdournal of Psychiatric Resear@4, 5773.

Koukkou, M., Lehmann, D., Wackermann, J., Dvorak, |., Henggeler, B. (1993), Dimensional
complexity of EEG brain mechanisms in untreated schizophrémi@nal of Biological Psychiatr@3,
397-407.

Kukekov V.G., Laywell E.D., Suslov O., Davies K., Scheffler B., Thomas L.B., O'Brien T.F.,
Kusakabe M., (1999) Steindler D.A., Multipotent stem/progenitor cells with similar properties arise

from two neurogenic regions of adult human br&ixperimentalNeurology 156, 333344.


https://www.ncbi.nlm.nih.gov/pubmed/?term=Kim%20M%5BAuthor%5D&cauthor=true&cauthor_uid=29695150
https://www.ncbi.nlm.nih.gov/pubmed/?term=Kwak%20YB%5BAuthor%5D&cauthor=true&cauthor_uid=29695150
https://www.ncbi.nlm.nih.gov/pubmed/?term=Lee%20TY%5BAuthor%5D&cauthor=true&cauthor_uid=29695150
https://www.ncbi.nlm.nih.gov/pubmed/?term=Kwon%20JS%5BAuthor%5D&cauthor=true&cauthor_uid=29695150
https://www.ncbi.nlm.nih.gov/pubmed/29695150

Kupfer, D. J., First B.B., and Regier D. A, 2005. A Research Agenda for-DSMiblished by the
American Psychiatric Association

Laifenfeld, D., Klein, E., and BeBhachar, D. (2002) Norepinephrine alters the expressiomesge
involved in neuronal sprouting and differentiation: Relevance for major depression and antidepressant
mechanismsJournal of Neurochemistrg3,10541064.

Lamont, S.R., PaulJ&A., and Stewart, C.A. (2001) Repeated electroconvulsive stimulation, but not
antidepressant drugs induces mossy fibre sprouting in the rat hippoc@rgnResearch393, 53

58.

Lee SH, Wynn JK, Green MF, Kim H, Lee-d, Nam M, et al. Quantitative EE&d low resolution
electromagnetic tomography (LORETA) imaging of patients with persistent auditory
hallucinationsSchizophrenia research006;83:111119.[PubMed

Liao XH!, Xia MR, Xu T, Dai ZJ Cao XY, Niu HJ, Zuo XN, Zang YF, He Y. Functional brain hubs

and their testetest reliability: a multiband restirgjate functional MRI study.
Neuroimage2013;83:96982.

Leff, J., (1987) A model of schizophrenic vulnerability to environmental factors, In: Hafner H. G.W.,
Janzarik W. (eds.)., ed. Search for the Causes of Schizophrenia. Berlin: Heidelberg New York Tokyo,
Springer, 1987.

Lewis, D.A., (1995) Neural circuitry dhe prefrontal cortex in schizophrenfachives of General
Psychiatry52, 269273.

Lewis, D.A., Pierri, J.N., Volk D.W., Melchitzky D.S. and Woo T.W. (1999) Altered GABA
neurotransmission and prefrontal cortical dysfunction in schizophiioiagical Psychiatry 46,

616-626.

Liddle, P.F. (1987) Schizophrenia syndromes cognitive performance and neurological dysfunction.
Psychological Medicin&7, 4957.

Lotto, B., Upton, L., Price, D.J., and Gaspar, P. (1999) Serotonin receptor activation enhantges neuri
outgrowth of thalamic neurones in rodents. Neuroscience Letters 260, 87

Lynch, G., and Gall, C.M. (2006) Ampakines and the threefold path to cognitive enhancement. Trends
in Neuroscience 29, 553862.

Luft CDB, Zioga I, Thompson NM, Banis$yJ, Bhattacharya J. Right temporalalpha oscillations as a
neural mechanism for inhibiting obvious associatiéhrec Natl Acad Sci U S A. 2018 Dec
26;115(52):E12144€12152.


https://www.ncbi.nlm.nih.gov/pubmed/16524699

Mansouri F Dunlop K, Giacobbe B Downar JZariffa J.A FastEEG Forecasting Algorithm for
PhaselLockedTranscraniaElectrical Stimulation of the Human Braifront Neurosci2017

20;11:401.

Meynert T, Psychiatry; Alinical treaties on diseases of the-bvain. Translated by B. Sachs Ney

York and London G.P. Putnam's Sons 1884

Mesulam, M. (1998) From Sensation to CognitiBrain 121, 10131052.

Mulert C, Kirsch V, Pascuaflarqui R, McCarley RW, Spencer KM. Lofrgnge synchrony of

gamma oscillations and auditory hallucination symptoms in schizophhet@emational journal of
psychophysiology: official journal of the International Organization of Psychophysid®20d9.

Magarinos, A.M., Deslandes, A., and McEwen$B(1999) Effects of antidepressants and
benzodiazepine treatments on the dendritic structure of CA3 pyramidal neurons after chronic stress.
European Journal of Pharmacology 371;122.

Makeig S., Bell A.J., Jung T.P., and Sejnowski Tntlependent Coponent Analysis of
Electroencephalographic Dat&€ambridge: MIT Press, 1996.

Maniji, H.K., Quiroz, J.A., Sporn, J., Payne, J.L., Denicoff, K.A., Gray, N., Zarate, C.A. Jr., and
Charney, D.S.(2003) Enhancing neuronal plasticity and cellular resiliencediopl@ovel, improved
therapeutics for difficulto-treat depressiomBiological Psychiatrys3, 707742.

Manschreck, T.C., Maher, B.A., and Milavetz, J.J. (1988) Semantic priming in thdisghdered
schizophrenic patient&chizophrenia Research, 61-66.

Marenco, S., Egan, M.F., Goldberg, T.E., Knable, M.B., McClure, R.K., Winterer, G., and
Weinberger,D,R. (2002) Preliminary experience with an ampakine (CX516) as a single agent for the
treatment of schizophrenia: a case sefiebizophrenia Rearchs7, 221226.

Mazer, C., Muneyyirci, J., Taheny, K., Raio, N., Borella, A., and Whit&kenitia, P. (1997)

Serotonin depletion during synaptogenesis leads to decreased synaptic density and learning deficits in
the adult rat: A possible model of nedevelopmental disorders with cognitive deficiBrain
Research760, 6873.

Matsumoto Y Chen R Anikeeva R Jasanoff AEngineering intracellular biomineralization and

biosensing by a magnetic proteilat Commun2015 Nov 2;6:8721.

Mitrousia V, Giotakos O [Virtual reality therapy in anxiety disorderg]sychiatriki.2016 Oct
Dec;27(4):276286.

McCarthy, G., Puce, A., and Goldm&akic, P. (1996) Activation of human prefrontal cortex during


https://www.ncbi.nlm.nih.gov/pubmed/?term=Mansouri%20F%5BAuthor%5D&cauthor=true&cauthor_uid=28775678
https://www.ncbi.nlm.nih.gov/pubmed/?term=Matsumoto%20Y%5BAuthor%5D&cauthor=true&cauthor_uid=26522873
https://www.ncbi.nlm.nih.gov/pubmed/?term=Chen%20R%5BAuthor%5D&cauthor=true&cauthor_uid=26522873
https://www.ncbi.nlm.nih.gov/pubmed/?term=Anikeeva%20P%5BAuthor%5D&cauthor=true&cauthor_uid=26522873
https://www.ncbi.nlm.nih.gov/pubmed/?term=Jasanoff%20A%5BAuthor%5D&cauthor=true&cauthor_uid=26522873
https://www.ncbi.nlm.nih.gov/pubmed/26522873
https://www.ncbi.nlm.nih.gov/pubmed/28114091




